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Abstract. In this lecture I will talk about three mathematical puzzles involving mathematics
and computation that have preoccupied me over the years. The first puzzle is to undersvand
the amazing success of the simplex algorithm for linear programming. The second puzzle
is about errors made when votes are counted during elections. The third puzzle is: are
quantum computers possible?

1. Introduction

The theory of computing and computer science as & whoie are precious resources for math-
ematicians. They bring up new questions, proicund new ideas, and new perspectives on
classical mathematical objects, and serve as new areas for applications of mathematics and
mathematical reasoning. In my lecture I will 1aik about three mathematical puzzles involving
mathematics and computation (and, at times. other fields) that have preoccupied me over
the years. The connection between mathematics and computing is especially strong in my
field of combinatorics, and I believe that being able to personally experience the scientific
developments described here over the past three decades may give my description some added
value. For all three puzzles I will try to describe in some detail both the large picture at
hand, and zoom in on topics reiated to my own work.

Puzzle 1: What can expiaiu the success of the simplex algorithm? Linear programming is the
problem of maximizing a linear function ¢ subject to a system of linear inequalities. The set
of solutions to tlie linear inequalities is a convex polyhedron . The simplex algorithm was
developed by George Dantzig. Geometrically it can be described as moving from one vertex
to a neighboring vertex of ® so as to improve the value of the objective function. The simplex
algorithm is one of the most successful mathematical algorithms. The explanation of this
success is an applied, vaguely stated problem, that is connected with computers. The problem
has strong relations to the study of convex polytopes, which have fascinated mathematicians
from ancient times and which served as a starting point for my own research.

If I were required to choose the single most important mathematical explanation for the
success of the simplex algorithm, my choice would point to a theorem about another algo-
rithm. I would choose Khachiyan’s 1979 theorem asserting that there is a polynomial-time
algorithm for linear programming (or briefly L® € P). Khachiyan’s theorem refers to the
ellipsoid method, and the answer is given in the language of computational complexity, a
language that did not exist when the question was originally raised.

In Section 2 we will discuss the mathematics of the simplex algorithm, convex polytopes,
and related mathematical objects. We will concentrate on the study of the diameter of
graphs of polytopes and the discovery of randomized subexponential variants of the simplex
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Figure 1. Right: recounts in the 2000 election (drawing: Neta Kaloi). Left: Hex-based
demonstration in Nate Silver’s site

algorithm, I’ll mention recent advances: the disproof of the Hirsch conjecture by Santos and
the connection between linear programming and stochastic games leading to subexponential
lower bounds, discovered by Friedmann, Hansen and “wick, for certain pivot rules.

Puzzle 2: What methods of election are immune ©o errcis in the counting of votes? The second
puzzle can be seen in the context of understanding and planning of electoral methods. We all
remember the vote recount in Florida in the 2000 US presidential election. Is the American
electoral system, based on electoral votes, inherently more susceptible to mistakes than the
majority system? And what is the most stable method? Together with Itai Benjamini
and Oded Schramm we investigated these and similar problems. We asked the following
question: given that there are iwo candidates, and each voter chooses at random and with
equal probability (independently) between them, what is the stability of the outcome, when in
the vote-counting process one percent of the votes is counted incorrectly? (The mathematical
jargon for these errors is "noise.”) We defined a measure of noise sensitivity of electoral
methods and found that weighted majority methods are immune to noise; namely, when the
probability of error is small, the chances that the election outcome will be affected diminish.
We also showed that every stable-to-noise method is “close” (in some mathematical sense)
to a weighted majority method. In later work, O’Donnell, Oleszkiewicz, and Mossel showed
that the majority system is the most stable to noise among all nondictatorial methods.

Our werk was published in 1999, a year before the question appeared in the headlines
in the US presidential election, and it did not even deal with the subject of elections. We
were interested in understanding the problem of planar percolation, a mathematical model
derived from statistical physics. In our article we showed that if we adopt an electoral system
based on the model of percolation, this method will be very sensitive to noise. This insight
is of no use at all in planning good electoral methods, but it makes it possible to understand
interesting phenomena in the study of percolation.

After the US presidential election in 2000 we tried to understand the relevance of our model
and the concepts of stability and noise in real-life elections: is the measure for noise stability
that we proposed relevant, even though the basic assumption that each voter randomly votes
with equal probability for one of the candidates is far from realistic? The attempt to link
mathematical models to questions about elections (and, more generally, to social science)
is fascinating and complicated, and a pioneer in this study was the Marquis de Condorcet,
a mathematician and philosopher, a democrat, a human rights advocate, and a feminist
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the noise level can be pushed down to as close to zero as we want. Ornce the noise level is
low enough and crosses the green “threshold” line, quantum error correction allows logical
qubits to reduce the noise even further with a small amount of aaditional effort. Very high-
quality topological qubits are also expected. This belief is supporied by “Schoelkopf’s law,”
the quantum computing analogue of Moore’s law. Right - [y analysis gives good reasons
to expect that we will not be able to reach the thresi:old line, that all attempts for good
quality logical and topological qubits will fail, aud that Schoelkopf’s law will break down

before useful qubits can be created.

who lived in France in the 18th century. Oue of Condorcet’s findings, often referred to as
Condorcet’s paradox, is that when there are three candidates, the majority rule can sometimes
lead to cyclic outcomes, and it turns out that the probability for cyclic outcomes depends
on the stability to noise of the voting system. In Section 3 we will discuss noise stability
and sensitivity, and various ccinnections to elections, percolation, games, and computational
complexity.

Puzzle 3: Are quantum computers possible? A quantum computer is a hypothetical physical
device that exploits quantum phenomena such as interference and entanglement in order
to enhance computing power. The study of quantum computation combines fascinating
physics, mathematics, and computer science. In 1994, Peter Shor discovered that quantum
computers would make it possible to perform certain computational tasks hundreds of orders
of magnitude faster than ordinary computers and, in particular, would break most of today’s
encryption methods. At that time, the first doubts about the model were raised, namely that
quantum systems are of a “noisy” and unstable nature. Peter Shor himself found a key to
a possible solution to the problem of “noise”: quantum error-correcting codes and quantum
fault-tolerance. In the mid-1990s, three groups of researchers showed that “noisy” quantum
computers still made it possible to perform all miracles of universal quantum computing, as
long as engineers succeeded in lowering the noise level below a certain threshold.

A widespread opinion is that the construction of quantum computers is possible, that the
remaining challenge is essentially of an engineering nature, and that such computers will be
built in the coming decades. Moreover, people expect to build in the next few years quantum
codes of the quality required for quantum fault-tolerance, and to demonstrate the concept of
“quantum computational supremacy” on quantum computers with 50 qubits. My position
is that it will not be possible to construct quantum codes that are required for quantum
computation, nor will it be possible to demonstrate quantum computational superiority in
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other quantum systems. My analysis, based on the same model of noise that led researchers in
the 1990s to optimism about quantum computation, points to the need for different analyses
on different scales. It shows that small-scale noisy quantum computers (of a few dozen qubits)
express such primitive computational power that it will not allow the creation of quantum
codes that are required as building blocks for quantum computers on a larger scale.

Near-term plans for “quantum supremacy”. By the end of 2017, John Martinis’ group is
planning to conclude a decisive experiment for demonstrating “quantum supremacy” on a 50-
qubit quantum computer. See

. As they write in the abstract, “A critical question for the field of
quantum computing in the near future is whether quantum devices without erroi correction
can perform a well-defined computational task beyond the capabilities of state-of-the-art
classical computers, achieving so-called quantum supremacy.” The group intends to study
“the task of sampling from the output distributions of (pseudo-)random quantum circuits, a
natural task for benchmarking quantum computers.” The objective of this experiment is to
fix a pseudo-random circuit, run it many times starting from a given initial state to create
a target state, and then measure the outcome to reach = probability distribution on 0-1
sequences of length 50.

The analysis described in Section 77, based on , suggests that the
outcome of this experiment will have Vamshlng correlation with the outcome expected on the
“ideal” evolution, and that the experimental outcomes are actually very, very easy to simulate
classically. They represent distributions that can be expressed by low-degree polynomials.
Testing our alternative can be carried out already with 10-30 qubits (see Fig. 3), and even
examined on the 9-qubit experiments described in

The argument for why quantum computers are infeasible is snnple

First, the answer to the questiou whether quantum devices without error correction can
perform a well-defined computationai task beyond the capabilities of state-of-the-art classical
computers, is negative. The recascn is that devices without error correction are computation-
ally very primitive, and primitive-based supremacy is not possible.

Second, the task of creating quantum error-correcting codes is harder than the task of
demonstrating quantum supremacy,

Quantum comptters are discussed in Section 77, where we first describe the model, then
explain the argument for why quantum computers are not feasible, then describe predictions
for current and vear-future devices, and finally draw some predictions for general noisy quan-
tum systems. The section presents my research since 2005, and it is possible that decisive
evidence against my analysis will be announced in a matter of days or a bit later. This is a
risk that I and the reader will have to take.

Perspective and resources. For books on linear programming see
and . See also , b, ¢ three-volume book on com-
binatorial optimization, and a survey article by on the many facets of linear
programming. For books on convex polytopes see Ziegler’s book (1995) and Griinbaum’s
book (1967; 2003). For game theory, let me recommend the books by
and . For books on computational complexity, the
reader is referred to , and Wigderson (2017,
available on the author’s homepage). For books on Boolean functions and noise sensitivity

lof course, for such a major scientific project, a delay of a few months and even a couple of years is
reasonable.
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Figure 3. Quantum supremacy via pseudo-random circuits can be tested for 10-30 qubits.
The orange line represents the limit for classical computers. KKalai and Kindler (2014)
suggest close-to-zero correlation between the experimental results and outcomes based on
the noiseless evolution, and further suggests that the experimental results are very easy to
simulate (the green line).

see O'Donnell (2014) and Garban and Steif (2015). The discussion in Section 3 complements
my 7TECM survey article “Boolean functions; Fourier, thresholds, and noise.” It is also related
to Kalai and Safra (2006) survey on threshold phenomena and influence. For quantum infor-
mation and computation the reader is referred to Nielsen and Chuang (2000). The discussion
in Section 77 follows my Notices AMS paper (2016) and its expanded version on the ArXiv
(Kalai n.d.
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This can be written briefly as: Maximize *t, subject to 4« <7, where vectors are column
vectors, .« = (01,02, ..., €a), 8 = (F1,92,--,00), *= (1, %2, .., “9) and 5 = (lij)1<i<v1<)<d-

The set of solutions to the inequalities is called the feasible polyhedron and the simplex
algorithm consists of reaching the optimum by moving from one vertex to a neighboring
vertex. The precise rule for this move is called “the pivot rule.”

Here is an example where» = 24:

Maximize 1 + 3 + - - - + g, subject to: 0 < ; <1, =1,2,....4

In this case, the feasible polyhedron is the d-dimensional cube. Although the number of
vertices is exponential, 2¢, for every pivot rule it will take at most ¢ steps to reach the optimal
vertex (1,1,...,1).

The study of linear programming and its major applications in economics was pioneered
by Kantorovich and Koopmans in the early 1940s. In the late 1940s George Dantzig realized
the importance of linear programming for planning problems, and introduced the simplex
algorithm for solving linear programming problems. Linear programiming and the simplex
algorithm are among the most celebrated applications of mathematics. The question can be
traced back to an 1827 paper by Fourier. (We will come acrozss Joseph Fourier and John von
Neumann in every puzzle.)
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to a cube, and all of its vertices are actually visited by the algorithm. Similar results
for other pivot rules were subsequently found by several authors.
Klee—Walkup counterexample to the Hirsch Conjecture (concern 2).
found an example of an unbounded polyhedron for which the Hirsch conjecture
fails. They additionally showed that also in the bounded case one cannot realize the
Hirsch bound by monotone paths. The Hirsch conjecture for polytopes remained open.
On the positive side, Barnette and Larman gave an upper bound for the diameter of
graphs of ¢-polytopes with» facets that are exponential in & but linear inp.
LP c P, via the ellipsoid method (explanation 1). In 1979 Khachiyan proved that
LP® c P, namely, that there is a polynomial-time algorithm for linear programming.
This was a major open problem ever since the complexity classcs F and NP were
described in the early 1970s. Khachiyan’s proof was based on Yudin, Nemirovski,
and Shor’s ellipsoid method, which is not practical for LP.
Amazing consequences. and
found many theoretical applications of the ellipsoid method, well
beyond its original scope, and found polynomial-time algorithms for several classes of
combinatorial optimization problems. In particulac, they showed that semi-definite
programming, the problem of maximizing a linear objective function on the set of r»
by » positive definite matrices, is in P.
Interior points methods (explanation 2). For a few years it seemed like there was a
tradeoff between theoretical worst-case hehavior and practical behavior. This feeling
was shattered with Karmarkar’s 1984 interior point method and subsequent theoret-
ical and practical discoveries.
Is there a strongly polynomiai algorichm for LP? (concern 3)? All known polynomial-
time algorithms for LP require a number of arithmetic operations that is polynomial in
¢ andp and linear in I, the number of bits required to represent the input. Strongly
polynomial algorithms ars algorithms where the number of arithmetic operations
is polynomial in & ard » and does not depend on I, and no strongly polynomial
algorithm for I.P is known.
Average case complexity (explanation 3). and pi-
oneered the study of average-case complexity for linear programming. Borgwardt
showed pclynomial average-case behavior for a certain model that exhibits rotational
symmestry. In 1983, Haimovich and Adler proved that the average length of the
shadow boundary path from the bottom vertex to the top, for the regions in an arbi-
trary arrangement of ‘m-hyperplanes in R? is at most . ,
, and proved quadratic upper
bounds for the simplex algorithm for very general random models that exhibit cer-
tain sign invariance. All these results are for the shadow boundary rule introduced
by Gass and Saaty.
Smoothed complexity (explanation 4). showed that for the
shadow-boundary pivot rule, the average number of pivot steps required for a random
Gaussian perturbation of variance o of an arbitrary LP problem is polynomial in
é v, and 0=, (The dependence on ¢ is at least ¢°.) For many, the Spieclman-Teng
result provides the best known explanation of the good performance of the simplex
algorithm.
LP algorithms in fixed dimensions (explanation 5). found for a fixed
value of § a linear-time algorithm for LP problems with» variables. Subsequent sim-
ple randomized algorithms were found by
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, and . Sharir and Welzl defined a notion of abstract
linear programming problems for which their algorithm applies.
(10) Quasi-polynomial bounds for the diameter (explanation 6). and

proved a quasipolynomial upper bound for the diameter of
graphs of ¢-polytopes with» facets.

(11) Sub-exponential pivot rules (explanation 7). and Matousek,

proved that there are randomized pivot rules that require in expectation
a subexponential number of steps exp(¥ /» logif). One of those algorithms is the
Sharir—Welzl algorithm.

(12) Subexponential lower bounds for abstract problems (concern 4). textciteMatousek94
and found a subexponential lower bound for the number
of steps required by two basic randomized simplex pivot rules, for abstract linear
programs.

(13) found a counterexample to the Hirsch corjeciure (concern 5).

(14) The connection with stochastic games. showed that the subexponential
randomized pivot rule can be applied to the problem posed by Condon of finding the
value of certain stochastic games. For these games this is the best known algorithm.

(15) Subexponential lower bounds for geometric problems (concern 6). Building on the
connection with stochastic games, subexponeiicial iower bounds for genuine LP prob-
lems for several randomized pivot rules were discovered by

)

Most of the developments listed above aie on the theoretical side of linear programming
research and there are also many other vheoretical aspects. Improving the linear algebra as-
pects of LP algorithms and tailoring the algerithm to specific structural and sparsity features
of optimization tasks are both very irnportant undertakings and pose interesting mathemati-
cal challenges. Also of great irnportance are widening the scope of applications, and choosing
the right LP modeling of reai-life problems. There is also much theoretical and practical work
on special families of LP prohiems.

2.3. Complexity 1: P, NP, and L®. The complexity of an algorithmic task is the number
of steps required by a computer program to perform the task. The complexity is given in
terms of the input size, and usually refers to the worst case behavior given the input size. An
algorithmic task is in P (called “polynomial” or “efficient”) if there is a computer program
that performs the task in a number of steps that is bounded above by a polynomial function
of the input size. (By contrast, an algorithmic task that requires an exponential number of
steps in terms of the input size is referred to as “exponential” or “intractable.”)

The notion of a nondeterministic algorithm is one of the most important notions in the
theory of computation. One way to look at nondeterministic algorithms is to refer to algo-
rithms where some or all steps of the algorithm are chosen by an almighty oracle. Decision
problems are algorithmic tasks where the output is either “yes” or “no.” A decision problem
is in NP if when the answer is yes, it admits a nondeterministic algorithm with a polynomial
number of steps in terms of the input size. In other words, if for every input for which the
answer is “yes,” there is an efficient proof demonstrating it, namely, a polynomial-size proof
that a polynomial-time algorithm can verify. An algorithmic task 4 is NP-hard if a subrou-
tine for solving 4 allows solving any problem in NP in a polynomial number of steps. An
NP-complete problem is an NP-hard problem in NP. The papers by , and

that introduce P, NP, and NP-complete problems, and raising the conjecture that P
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Figure 4. The (conjectured) view of some main computational complexity classes.
The red ellipse represents efficient quantum algorithms. /See Section 77.)

# NP, and the paper by R. Karp (1972) that jdentifies 21 central algorithmic problems as
NP-complete, are among the scientific highlights of the 20th century.

Graph algorithms play an important roie in computational complexity. Perfect matching,
the agorithmic problem of deciding if a given graph ( contains a perfect matching, is in NP
because exhibiting a perfect matching gives an efficient proof that a perfect matching exists.
Perfect matching is in co-NP (nainely, “not having a perfect matching” is in NP) because
by a theorem of Tutte, if ¢ dees not contain a perfect matching there is a simple efficient
way to demonstrate a proot. An aigorithm by Edmonds shows that Perfect matching is in P.
Hamiltonian cycle, the problem of deciding if (¢ contains a Hamiltonian cycle, is also in NP:
exhibiting a Hamiltonicn cycle gives an efficient proof of its existence. However, this problem
is NP-complete.

Remark 2.1. P, NP, and co-NP are three of the lowest computational complexity classes in
the polynomial hierarchy PH, which is a countable sequence of such classes, and there is a rich
theory of complexity classes beyond PH. Our understanding of the world of computational
complexity depends on a whole array of conjectures: NP # P is the most famous one. A
stronger conjecture asserts that PH does not collapse, namely, that there is a strict inclusion
between the computational complexity classes defining the polynomial hierarchy. Counting
the number of perfect matchings in a graph represents an important complexity class #P
which is beyond the entire polynomial hierarchy.

2.3.1. The complexity of LP, Khachiyan’s theorem, and the quest for strongly polynomial
algorithms. It is known that general LP problems can be reduced to the decision problem to
decide if a system of inequalities has a solution. It is therefore easy to see that LP is in NP.
All we need is to identify a solution. The duality of linear programming implies that LP is in
co-NP (namely, “not having a solution” is in NP). For an LP problem, let L be the number
of bits required to describe the problem. (Namely, the entries in the matrix , and vectors ¢
and )
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Theorem 2.2 ( ). L® € P. The ellipsoid method requires a number of arithmetic
steps that is polynomial in», ¢, and L.?

The dependence on L in Khachiyan’s theorem is linear and it was met with some surprise.
We note that the efficient demonstration that a system of linear inequalities has a feasible
solution requires a number of arithmetic operations that is polynomial in ¢ and» but does
not depend on L. The same applies to an efficient demonstration that a system of linear
inequalities is infeasible. Also the simplex algorithm itself requires a number of arithmetic
operations that, while not polynomial in ¢ and» in the worst case, does not depend on L.
An outstanding open problem is:

Problem 1. Is there an algorithm for LP that requires a polynomial nurcoer in» and ¢ of
arithmetic operations that does not depend on L?

Such an algorithm is called a strongly polynomial algorithm, an this problem is one of
Smale’s “problems for the 21st century.” Strongly polynomial algerithms are known for var-
ious LP problems. The Edmonds—Karp algorithm (1972) is a strongly polynomial algorithm
for the maximal flow problem. proved that when we fix the feasible polyhedron
(and even only the matrix , used to define the inequalities) there is a strongly polynomial
algorithm independent of the objective function (and the vector 4 ).

2.4. Diameter of graphs of polytopes and related objccts.

2.4.1. Quasi-polynomial monotone paths to the top. A few important definitions: a é-dimensional
polyhedron  is simple if every vertex belongs to § edges (equivalently, to & facets.) A linear
objective function ¢ is generic if ¢(,) # ¢(#) for two vertices + # ,. The top of ® is a vertex

for which ¢ attains the maximum or an edge on which ¢ is not {)ounded. Given a vertex ¥

of ® a facet FF is active w.r.t. # il Sup o(c) > (7).

Theorem 2.3 ( ). Let @ be a é-dimensional simple polyhedron, let ¢ be a generic
linear objective function, and let # be a vertex of ®. Suppose that there are» active facets
w.r.t. #. Then there is 2 monotone path of length at most <p'°8%*! from + to the top.

Proof: Let # (¢,#) denote the maximum value of the minimum length of a monotone path
from % to the tep. {Here, “the top” refers to either the top vertex or a ray on which ¢ is
unbounded.)

Claim: Starting from a vertex ¥, in f (¢,2) steps one can reach either the top or vertices
in at least * 1- 1 active facets.

Proof: Let § be a set of » —2? active facets. Remove the inequalities defined by these facets
to obtain a neéw feasible polyhedron Q. If # is not a vertex anymore than % belongs to some
facet in i If # is still a vertex there is a monotone path of length at most 7 (¢,2) from + to
the top. if one of the edges in the path leaves ™ then it reaches a vertex belonging to a facet
in 3. Otherwise it reaches the top. Now if a monotone path from + (in P) of length r (¢,
carmot take us to the top, there must be such a path that takes us to a vertex in some facet
belonging to every set of » — ® facets, and therefore to vertices in at least » 4 1 facets.

Proof of the Theorem: Order the active facets of ® according to their top vertex. In
#(¢,[»/2]) steps we can reach from ¥ either the top, or a vertex in the top fr /2] active facets.
In #‘(45’ — 1,» — 1) steps we reach the top 4 of that facet. This leaves us with at most » /2
active facets w.r.t. «, and yields

thachiyan proved that the number of required arithmetic operations is polynomial in d and n, and linear
in L. This bound becomes quadratic in L if we count bit-operations rather than arithmetic operations.
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(2.1) ) <20l /) 4 11,
which implies the bound given by the theorem. (In fact, it yields #(d,m») <m - (* [kC)ng ﬂ) )

Remark 2.4. A monotone path can be regarded as a nondeterministic version of the simplex
algorithm where the pivot steps are chosen by an oracle.

Remark 2.5. Let me mention a few of the known upper bounds for the diameter of §-polytopes
with » facets in some special families of polytopes. The Hirsch bound was proved for duals
of vertex decomoposable spheres ( ), transportation poiytopes
, and duals of flag spheres

proved that 0-1 é-polytopes have diameter at most ¢; Polynomial upper whuds were proved
for dual-neighborly polytopes ( ), and unimodular polytopes .

improved the bound of Theorem 2.3 to (» —¢)'°8 ¢ and furslier small improvements
followed.

2.4.2. Reductions, abstractions, and Hdhnle’s conjecture. Upper bounds for the diameter are
attained at simple d-polytopes, namely, é-polytopes where every vertex belongs to exactly &
facets. A more general question deals with the dual graphs for triangulations of (¢ —1)-spheres
with '» vertices. All the known upper bounds apoly to dual graphs of pure normal (¢ — 1)
simplicial complexes. Here “pure” means that all maximal faces have the same dimension
and “normal” means that all links of dimension cre or more are connected. An even more
general framework was proposed by

Problem 2. Consider | pairwise-disjoint nonempty families f7 #F, . . . JF-of degree & monomi-
als with» variables (.t1, o, ..., xs) with the following property: for every 1 < < ;<2 <
if rn; € fF; and rep € fp then there is 2 monomial v ; € fF;, such that the greatest common
divisor of r»; and w»p divides v ;. How large can [ be?3

A simple argument shows that the maximum denoted by (,») satisfies relation (2.1).
Conjecture 3 ( ) d(cf,"n) <dm —1)+1.

One example of equality is to let fp be all monomials ;¢ - - - 0j, with §+ 64+ + g=
P—d+1,2=d&+1,... 2 Another example of equality is to let Fp be a single monomial
of the form S é.’ f.+1. ( = |/ and{ = A(mod &)

2.5. Santos’ counterexample. The é-step conjecture is a special case of the Hirsch conjecture
known to be equivalent to the general case. It asserts that a -polytope with 2¢ facets has
diameter at most . Santos formulated the following strengthening of the é-step conjecture.
Santos’ Spindle (working conjecture): Let ® be a é-polytope with two vertices , and % such
that every facet of  contains exactly one of them. (Such a polytope is calleda ¢-spindle.)
Then the graph-distance between , and # (called simply the length of the spindle) is at most
¢. Santos proved /

Theorem 2.6 ( ).

(i) The spindle conjecture is equivalent to the Hirsch conjecture. More precisely, if there is
a §-spindle with» facets and length greater than & then there is a counter-example to the
Hirsch conjecture of dimension» — ¢ and with 2» — 24 facets.

3To see the connection to diameter of polytopes note that a vertex w of a d-polytope P corresponds to a
set S of d facets. Now, let Fir41 be the family of d-subsets of facets that correspond to vertices in the graph
of P at distance k from w.
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Figure 5. Left: a spindle, right: the Klea-Minty cube

(ii) There is a 5-spindle of length 6.

The initial proof of part (2) had 48 facets and 322 vertices, leading to a counterexample in
dimension 43 with 86 facets and estimated to have more than a trillion vertices. Matschke,
Santos, and Weibel (2015) found an exampie with only 25 facets leading to a counterexample
of the Hirsch conjecture for a 20-polvtope with 40 facets and 36,442 vertices. An important
lesson from Santos’ proof is that although reductions are available to simple polytopes and
simplicial objects, studying the prcblem for general polytopes has an advantage. In the linear
programming language this tells us that degenerate problems are important.

Problem 4. Find an abstract setting for the diameter problem for polytopes that will include
graphs of general pelytoues, dual graphs for normal triangulations, and families of monomials.

2.6. Complexity 2: Randomness in algorithms. One of the most important developments in
the theory of ccmputing is the realization that adding an internal randomness mechanism can
enhance the performance of algorithms. Two early manifestations of this idea are Monte Carlo
methods by Ulam, von Neumann, and Metropolis, and a factoring algorithm by Berlekamp.
Since the mid-1970s, and much influenced by Michael Rabin, randomized algorithms have
become a central paradigm in computer science. One of the great achievements was the poly-
nomial time randomized algorithms for testing primality by Solovay and Strassen (1977) and
Rabin (1980). Rabin’s algorithm was related to an earlier breakthrough — Miller’s algorithm
for primality (1976), which was polynomial time conditioned on the validity of the generalized
Riemann hypothesis. The newly randomized algorithms for testing primality were not only
theoretically efficient but also practically excellent! Rabin’s paper thus gave “probabilistic
proofs” that certain large numbers, like 2490 — 593, are primes, and this was a new kind of
a mathematical proof. (A deterministic polynomial algorithm for primality was achieved by
Agrawal, Kayal, and Saxena 2004.) Lovasz (1979) offered a randomized efficient algorithm
for perfect matching in bipartite graphs: Associate to a bipartite graph ( with» vertices on
each side, its generic'» x'» adjacency matrix , , where Jlij 18 zero if the th vertex on one side
is not adjacent to the ;th vertex on the other side, and Jij s a variable otherwise. Note the
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determinant of 4 is zero if and only if & has no perfect matching. This can be verified with
high probability by replacing y;; with random mod p elements for a large prime p.

We have ample empirical experience and some theoretical support of the fact that pseudo-
random number generators are practically sufficient for randomized algorithms. We also have
strong theoretical support that weak and imperfect sources of randomness are sufficient for
randomized algorithms.

A class of randomized algorithms which are closer to early Monte Carlo algorithms and
to randomized algorithms for linear programming, are algorithms based on random walks.
Here are two examples: counting the number of perfect matchings for a general graph G

is a #P-complete problem. and
found an efficient random-walk-based algorithm for estimating the aumber of perfect
matchings up to a multiplicative constant 1 + €. found

an efficient algorithm based on random walks to estimate the volume c¢f a convex body in
R?. Both these algorithms rely on the ability to prove a spectral gap (or “expansion”) for
various Markov chains. Approximate sampling is an important subroutine in the algorithms
we have just mentioned and we can regard exact or approximate sampling as an important
algorithmic task in its own, as the ability to sample is thecretically and practically important.

We mention algorithms by and and for sampling
spanning trees and by for sampling configurations of the Ising
models.

Remark 2.7. The probabilistic method, when applied to problems with no mention of proba-
bility, led to major developments in combiratcrics and several other mathematical disciplines.
(See .) An interesting question is, to what extent can proofs obtained
by the probabilistic method be transtarmed into efficient randomized algorithms?

2.7. Subexponential randomized simplex algorithms. We start with the following simple ob-
servation. Consider the following two sequences. The first sequence is defined by g1 =1 and
Jr+1 = ot a2, and the secord sequence is defined by i1 = land a1 =it 1+ +ia) /B
Then g» =pO0g")  snd i, = LW,

Next, we describe twe tasic randomized algorithms for linear programming.

Random Edge: Chocse an improving edge uniformly at random and repeat.

Random Facet: Given a vertex ¥, choose a facet fF containing % uniformly at random. Use
the algorithm vecursively inside fF* untill reaching its top «, and then repeat. (When d=1,
move to the top vertex.)

Random Facet (along with some variants) is the first strongly subexponential algorithm for
linear programming, as well as the first subexponential pivot rule for the simplex algorithm.

Theorem 2.8 ( ; ). Let ® be a é-dimensional simple
polyhedron, let ¢ be a linear objective function that is not constant on any edge of ™, and
let % be a vertex of ®. Suppose that there are» active facets w.r.t. ¥. Then Random Facet
requires an expected number of at most

(2.2) exp(¥ - v/ log é)

steps from ¥ to the TOP.

Proof: Write ;(,») for the expected number of pivot steps. The expected number of
pivot steps to reacdn «, the top of the facet chosen first, is bounded above by -1 —1).
With probability 1/, + is the £h lowest top among the top vertices of tlfé active facets
containing %. This yields
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d—1
@m)< (=17 -1+ 3 (dm»— ).
d | d » "_1;‘4 ”

(Here, we took into account that # itself might be the lowest top.) This recurrence relation
leads (with some effort) to equation (2.2). O

Note that the argument applies to abstract objective functions on polyhedra (and, more
generally, to abstract LP problems as defined by Sharir-Welzl). The appearance of exp(,/#)
is related to our observation on the sequence §.: we get the recurrence relation G(d + 1) =
G +(G(1) +G(2)+---+G(d)) /4 for the expected number of steps, G(¢), for Random Facet
for abstract objective functions in the discrete d-cube. There are few versions of Random
Facet that were analyzed (giving slightly worse or slightly better upper bounds). For the best
known one see Hansen and Zwick (2015). There are also a few ideas for improved versions:
we can talk about a random face rather than a random facet, to randomly walk up and
down before setting a new threshold, and to try to learn about the problem and improve the
random choices. The powerful results about lower bounds suggest cautious pessimism.

Remark 2.9. used Sharir and Welzl’s absiract LP problem to settle a Helly-
type conjecture of Griinbaum and Motzkin. considered new large classes of
abstract LP problems, found many examples, and also rclated them to Helly-type theorems.

2.7.1. Lower bounds for abstract problems. As we will see, the hope for better upper bounds
for Random Facet and related randomized pivot rules was tempered by formidable examples
to the contrary.

Theorem 2.10 ( ). There exists an abstract objective function of the §-cube
on which Random Facet requires on expectation at least exp(C \/Z) steps.

Matousek described a large class of AOF’s and showed his lower bound to hold in expec-
tation for a randomly chosen AOE. Gértner proved (1998) that for a geometric AOF in this
family, Random Facet requires an expected quadratic time.

Theorem 2.11 ( ). There exists an AOF on the ¢-cube on which Ran-

dom Edge requives on expectation of at least exp(Cd 1/ 3) steps. _

improved the bound to exp(v/¢logd).)

2.8. Games 1: Stochastic games, their complexity, and linear programming.

2.8.1. The complexity of chess and backgammon. Is there a polynomial-time algorithm for
chess? Well, if we consider the complexity of chess in terms of the board size then “generalized
chess” is very hard. (It is P-space-complete.) But if we wish to consider the complexity in
terms of the number of all possible positions (which for “generalized chess” is exponential
in the board size), given an initial position, it is easy to walk on the tree of positions and
determine, in a linear number of steps, the value of the game. (Real life chess is probably
intractable, but we note that checkers was solved.)

Now, what about backgammon? This question represents one of the most fundamental
open problems in algorithmic game theory. The difference between backgammon and chess
is the element of luck: in each position your possible moves are determined by a roll of two
dice.

Remark 2.12. Chess and backgammon are games with perfect imformation and their value
is achieved by pure strategies. One of the fundamental insights of game theory is that for
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zero-sum games with imperfect imformation, optimal strategies are mixed; namely, they are
described by random choices between pure strategies. For mixed strategies, von Neumann’s
1928 minmax theorem asserts that a zero-sum game with imperfect imformation has a value.
An optimal strategy for rock-paper-scissors game is to play each strategy with an equal
probability of 1/3. An optimal strategy for two-player poker (heads-on poker) is probably
much harder to find.

2.8.2. Stochastic games and Ludwig’s theorem. A simple stochastic game is a two-player zero-
sum game with perfect information, described as follows. We are given one shared token and
a directed graph with two sink vertices labeled “1” and “2” which represent winning positions
for the two players, respectively. All other vertices have outdegree 2 and are labeled either
by the name of a player or as “neutral.” In addition, one vertex is the start vertex. Once the
token is on a vertex, the player with the vertex labelling moves, and if the vertex is neutral
then the move is determined by a toss of a fair coin. Backgammon is roughly a game of this
type. (The vertices represent the player whose turn it is to play and the outcome of the two
dice, and there are neutral vertices representing the rolls of ‘he dice. The outdegrees are
larger than two but this does not make a difference.) This ciass of games was introduced
by Condon in 1992. If there is only one player, the game turns into a one-player game with
uncertainty, which is called a Markov decision process. For Markov decision processes, finding
the optimal strategy is a linear programming preblem.

Theorem 2.13 (Ludwig 1995). There is a subexpcenential algorithm for solving simple sto-
chastic games

The basic idea of the proof is the following: once the strategy of player 2 is determined the
game turns into a Markov decision process and the optimal strategy for player 1 is determined
by solving an LP problem. Player one has an optimization problem over the discrete cube
whose vertices represent his choices in each vertex labeled by “1.” The crucial observation is
that this optimization probicm defines an abstract objective function and therefore we can
apply Random Facet.

A more general mede! of stochastic games with imperfect information was introduced by
Shapley in 1953. There at each step the two players choose actions independently from a set
of possibilities and their choices determine a reward and a probability distribution for the
next state of the game.

Problem 5 (Leatned from Peter Bro Miltersen).
(i) Think about backgammon. Is there a polynomial-time algorithm for finding the value of
simple stochastic games?

(ii) Can the problem of finding the sink in a unique sink acyclic orientation of the -cube
be reduced to finding the value of a simple stochastic game?

(iii) (Moving away from zero-sum games.) Is there a polynomial-time algorithm (or at
least, subexponential) for finding a Nash equilibrium point for a stochastic two-player game
(with perfect imformation)? What about stochastic games with perfect imformation with a
fixed number of players?

(iv) Think about two-player poker. Is there a polynomial-time algorithm (or at least, a
subexponential) for finding the value of a stochastic zero-sum game with imperfect imforma-
tion?

Remark 2.14. What is the complexity of finding objects guaranteed by mathematical theo-
rems? developed complexity classes and notions of intractability for
mathematical methods and tricks! (Finding an efficiently describable object guaranteed by
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a mathematical theorem cannot be NP-complete . A motivating conjecture
that took many years to prove (in a series of remarkable papers) is that Nash equilibria is
hard with respect to PPAD, one of the aforementioned Papadimitriou classes.

Problem 6 (_) How does the problem of finding the sink in a unique

sink acyclic orientation of the cube, and solving an abstract LP problem, fit into Papadim-
itriou’s classes?

2.9. Lower bounds for geometric LP problems via stochastic games. In this section I discuss
the remarkable works of , . We talked (having the
example of backgammon in mind) about two-player stochastic games with perfect imforma-
tion. (Uri Zwick prefers to think of those as “games with two-and-a-half pleyers” with nature
being a nonstrategic player rolling the dice.) The work of Friedmann, Hausen, and Zwick
starts by building two-player parity games on which suitable randomized policy-iteration al-
gorithms perform a subexponential number of iterations. Those games are then transformed
into one-player Markov decision processes (or lé—player MDPs in Uri’s view) that correspond
to concrete linear programs. In their 2014 paper they showed a concrete LP problem, where
the feasible polyhedron is combinatorially a product of simplices, on which Random Facet
takes an expected number of exp(©(#1/3)) steps, and & variant called Random Bland requires
an expected number of exp(©(V¢)) steps. The lower bound even applies to linear program-
ming programs that correspond to shortest patii problems, (i.e., one-player games, even in
Uri’s view) that are very easily solved using cther methods (e.g., ). A similar,
more involved argument yields an expected exp{O(4/4)) steps for Random Edge!

Remark 2.15. Two recent developments: used the connection
between games and LP to show thar it is PSPACE-complete to find the solution that is
computed by the simplex methoc ucing Dantzig’s pivot rule.

achieved a quasi-polynomial algorithm for parity games! So far, it does
not seem that the algorithm extends to simple stochastic games or has implications for linear
programming.

2.10. Discussion. Is cur understanding of the success of the simplex algorithm satisfactory?
Are there better practical algorithms for semidefinite and convex programming? Is there a
polynomial upper bound for the diameter of graphs of §-polytopes with» facets? (or at least
some substantial improvements of known upper bounds)? Is there a strongly polynomial
algorithm: ‘or LP? Perhaps even a strongly polynomial variant of the simplex algorithm?
What is the complexity of finding a sink of an acyclic unique-sink orientation of the discrete
cube? Are there other new interesting efficient, or practically good, algorithms for linear
programming? What is the complexity of stochastic games? Can a theoretical explanation
be found for other practically successful algorithms? (Here, SAT solvers for certain classes
of SAT problems, and deep learning algorithms come to mind.) Are there good practical
algorithms for estimating the number of matchings in graphs? For computing volumes for
high-dimensional polytopes? We also face the ongoing challenge of using linear programming
and optimization as a source for deriving further questions and insights into the study of
convex polytopes, arrangements of hyperplanes, geometry, and combinatorics.

3. Elections and noise

To Nati Linial and Jeff Kahn who influenced me

3.1. Games 2: Questions about voting games and social welfare.
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3.1.1. Cooperative games. A cooperative game (with side payments) is described by a set of
», players V, and a payoff function # that associates to every subset : (called a coalition) of
v a real number #(J). We will assume that #(0) = 0. Cooperative ames were introduced
by von Neumann ardd Morgenstern. A game is monotone if #@) > +(9¥) when § CT. A
voting game is a monotone cooperative game in which +(9) € {0,1}. If #(§) = 1 we call . a
winning coalition and if #( ¥) = 0 then g is a losing coalitton. Voting games represent voting
rules for two-candidate elettions, the candidates being Anna and Bianca. Anna wins if the
set of voters that voted for her is a winning coalition. Important voting rules are the majority
rule, wherer is odd and the winning coalitions are those with more than» /2 voters, and the
dictatorship rule, where the winning coalitions are those containing a fixed voter called “the
dictator.” Voting games are also referred to as monotone Boolean functions.
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3.1.5. Sensitivity to noise. Let 471,42, ...,4 . be nonnegative real weights and ¥ be a real
number. A weighted majority is defined by ‘v(:) =1iff Y, qwi 2T .

Consider a two-candidate election based o1t a voting game ¥ where each voter votes for
one of the two candidates at random, with probability 1/2, and these probabilities are in-
dependent. Let ¥ be the set of voters voting for Anna, who wins the election if #(¥) = 1.
Next consider a scenario where in the vote counting process there is, for every vote, a small
probability ; that the vote is miscounted, and assume that these mistakes are statistically
independent. The set of voters believed to vote for Anna after the counting is¥ . Define
V.(¥) as the probability that «@ ) # #( g) A family of voting games is called uniformly noise
stable if for every e
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3.1.9. Condorcet’s paradox and Arrow’s theorem. A generalized social welfare function is a
map from» voters’ order relations on r» alternatives, to a complete antisymmetric relation
for the society, satisfying the following two properties.

(1) If every voter prefers g to i then so does the society. (We do not need to assume that
this dependence is monotone.)

(2) Society’s preference between y and i depends only on the individual preferences between
these candidates.

A social welfare function is a generalized welfare function such that for every »-tuple of
order relations of the voters, the society preferences are acyclic (“rational”).

Theorem 3.7 ( ). For three or more alternatives, the only social welfare functions
are dictatorial.

Theorem 3.8 ( , , and ). For three or more alternatives
the only nearly rational generalized social welfare functions are neariy dictatorial.

Theorem 3.9 ( ). Tbe majority gives asymptoti-
cally “most rational” social preferences among generalized social welfare functions based on
strong voting games with vanishing maximal Banzhail power.

A choice function is a rule that, based on individual rankings of the candidates, gives the
winner of the election. Manipulation (also called “non-naive voting” and “strategic voting”)
is a situation where given the preferences ¢f other voters, a voter may gain by not being
truthful about his preferences.

Theorem 3.10 ( and ). Every nondictatorial choice func-
tion is manipulable.

Theorem 3.11 ( ,
, and ). Every nearly nonmanipulable choice function is nearly
dictatorial.

3.1.10. Indeterminacy and chaos. Condorcet’s paradox asserts that the majority rule may
lead to cyclic outcowes for three candidates. A stronger result was proved by

: every asymmetric preference relation on r» alternatives is the outcome of majority
votes between pairs of alternatives for some individual rational preferences (namely, acyclic
preferences) for a large number of voters. This property is referred to as indeterminacy.
A stronger property is that when the individual order relations are chosen at random, the
probability of every asymmetric relation is bounded away from zero. This is called stochas-
tic indeterminacy. Finally, complete chaos refers to a situation where in the limit all the

probabilities for asymmetric preference relations are the same: 9= (%).

Theorem 3.12 ( ‘Kalai-2007 |.

(i) Generalized social welfare functions based on voting games that aggregate information
lead to indeterminacy. In particular this applies when the maximum Shapley value tends to
zero.

(ii) Generalized social welfare functions based on voting games where the maximum Banzhaf
value tends to zero lead to stochastic indeterminacy.

(iii) Generalized social welfare functions based on noise-sensitive voting games lead to
complete chaos.
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3.1.11. Discussion. Original contexts for some of the results. Voting games are also called
monotone Boolean functions and some of the results we discussed were proved in this context.
Aggregation of information is also referred to as the sharp threshold phenomenon, which is
important in the study of random graphs, percolation theory, and other areas. Theorem
3.5 was studied in the context of distributed computing and the question of collective coin
flipping: procedures allowing » agents to reach a random bit. Theorem 3.3 was studied in
the context of critical planar percolation. Theorem 3.2 was studied in the context of the
combinatorics and probability of Boolean functions. “The majority is stablest” theorem was
studied both in the context of hardness of approximation for the Max Cut problem (see
Section ?77), and in the context of social choice. Arrow’s theorem and Theorem 3.10 had
immense impact on theoretical economics and political science. There is a large body of
literature with extensions and interpretations of Arrow’s theorem, and related phenomena
were considered by many. Let me mention the books and

on voting methods that attempt to respond to the challenge posed by Arrow’s
theorem. Most proofs of the results discussed here go througnh Fourier analysis of Boolean
functions that we discuss in Section 3.2.1.

A little more on cooperative games. 1 did not tell you yet about the most important
solution concept in cooperative game theory (irrelevaut to voting games): the core. The
core of the game is an assignment of #( V) to the r players so that the members of every
coalition : get together at least #( ¥). Bondareva and Shapley found necessary and sufficient
condition$ for the core to be nonémpty (closeiy related to linear programming duality). T
also did not talk about games without side payments. There, #(§) are sets of vectors that
describe the possible payoffs for the player in ;4 if they go together. A famous game with no
side payment is Nash’s bargaining pioblemn for~two players. Now, you are just one step away
from one of the deepest and most beautiful results in game theory, Scarf’s conditions (1967)
for nonemptiness of the core.

But what about real-life elections? The relevance and interpretation of mathematical
modeling and results regardinz voting rules, games, economics, and social science is a fairly
involved matter. It is interesting to examine some notions discussed here in the light of elec-
tion polls, which are otien based on a more detailed model. Nate Silver’s detailed forecasts
provide a special opportunity. Silver computes the probability of victory for every candidate
based on running many noisy simulations, which are in turn based on the outcomes of in-
dividual polls. The data in Silver’s forecast contain an estimation for the event “recount,”
which eszentially measures noise sensitivity, and it would be interesting to compare noise
sensitivity in this more realistic scenario to the simplistic model of i.i.d. voters’ behavior.
Silver alsc computes certain power indices based on the probability of pivotality, again, under
his model.

But what about real-life elections (2)7 Robert Aumann remembers a Hebrew University
math department meeting convened to choose two new members from among four very serious
candidates. The chairman, a world-class mathematician, asked Aumann for a voting proce-
dure. Aumann referred him to Bezalel Peleg, an expert on social choice and voting methods.
The method Peleg suggested was adopted, and two candidates were chosen accordingly. The
next day, the chairman met Aumann and complained that a majority of the department op-
posed the chosen pair, indeed preferred a specific different pair! Aumann replied: “Yes, but
there is another pair of candidates that the majority prefers to yours, and yet another pair
that the majority prefers to THAT one; and the pair elected is preferred by the majority to
that last one! Moreover, there is a theorem that says that such situations cannot be avoided
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under any voting rule” The chairman was not happy and said dismissively: “Ohh, you guys
and your theorems.”

3.2. Boolean functions and their Fourier analysis. We start with the discrete cube Q.. =
{—1,1}*. A Boolean function is a map f: Q. — {—1,1}.

Remark 3.13. A Boolean function represents a family of subsets of p] = {1,2,...,»} (also
called a hypergraph), which are central objects in extremal combinatorics. Of course, voting
games are monotone Boolean functions. We also note that in agreement with Murphy’s law,
roughly half of the time it is convenient to consider additive notation, namely, to regard
{0,1}" as the discrete cube and Boolean functions as functions to {0,1}. (Tle translation is
0—1land1— —1.)

3.2.1. Fourier. Every real function # : .. — R can be expressed in terms of the Fourier—
Walsh basis (we write here and for the rest of the paper fr] = {1,2,...,%}):

(3.1) r:Z{fn s - ;Cr»

where the Fourier-Walsh function g is sunply the monomial Wg(icy, o, ..., ) = [Lics i
Note that we have here 2% functions, one for each subset g of fr]. Let p be the uniform
probability measure on ... The functions ¥g form an orthondrmal basis of R®" with respect

to the inner product
<f,d> = ﬂ(if)f(-‘f)d(:f)-
;8%

The coefficients »” = (£, &), frl, in (3.1) are real numbers, called the Fourier
coeﬂ“l(:lents of +. élven a real fun( tion s on the discrete cube with Fourier expansion
Z{ %‘(:) : : C [r]}, the noisy version of f, denoted by F,(f), is defined by

=> {79 ()7 8 ey
3.2.2. Boolean formulas. Buclpan circuits, and projections. (Here it is convenient to think
about the additive convention.) Formulas and circuits allow us to build complicated Boolean
functions from simple ones and they are of crucial importance in computational complexity.
Starting with '» variables 1, o, ..., ., a literal is a variable it; or its negation —i;. Every
Boolean function can be written as a formula in conjunctive normal form, namely as AND
of ORs of literals. A circuit of depth ¢ is defined inductively as follows. A circuit of depth
zero is a literal. A circuit of depth one consists of an OR or AND gate applied to a set
of literals, a circuit of depth 2 consists of an OR or AND gate applied to the outputs of
circuits of depth 2 — 1. (We can assume that gates in the odd levels are all OR gates and
that the gates of the even levels are all AND gates.) The size of a circuit is the number of
gates. Formulas are circuits where we allow the output of a gate to be used as the input of

only one other gate. Given a Boolean function f(:c1,w,...,cs, fo e ) we can look
at its projection (i1, :g,...,xs) on the first » variables. (i1, 2,...,xs) = 1 if there are
values t1,p2,. .. f!n«) (depending on the :;s) such that v"(tdl, Y ST Ip ,.u;) = 1.

Monotone formulas and circuits are those where all literals are variables (without negation).

Graph properties. A large important family of examples is obtained as follows. Consider
a property ® of graphs onr» vertices. Let'r = (r» — 1) /2, associate Boolean variables with
the » edges of the complete graph &% , and represent every subgraph of ¥+ by a vector in
Qa-. The property ® is now represented by a Boolean function on .. We can also start
with an arbitrary graph #” with» edges and for every property ® of subgraphs of #” obtain
a Boolean function of » variables based on .
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3.3. Noise sensitivity everywhere (but mainly percolation). One thing we learned over the
years is that noise sensitivity is (probably) a fairly common phenomenon. This is already
indicated by Theorem 3.3. Proving noise sensitivity can be difficult. I will talk in this
section about results on the critical planar percolation model, and conclude with a problem
by Benjamini and Brieussel. I will not be able to review here many other noise-sensitivity
results that justify the name of the section.

3.3.1. Critical planar percolation. The crossing event for planar percolation refers to an» by
» square grid and to the event, when every edge is chosen with probability 1/2, that there is
a path crossing from the left side to the right side of the square.

Theorem 3.14 (Benjamini, Kalai, and Schramm 1999). The crossing evert for percolation is
sensitive to 1/.flog») noise.

Theorem 3.15 (Schramm and Steif 2011). The crossing event for percolation is sensitive to
(w=<t W) noise, for some *> 0.

Theorem 3.16 (Garban, Pete, and Schramm 2010, 2013; Amazing!). The crossing event for
(hex) percolation is sensitive to (»~(3/4+“1)) noise. The spectral distribution has a scaling
limit and it is supported by Cantor-like sets of Hausdorff dimension 3/4.

Remark 3.17 (Connection to algorithms). The proct of Schramm and Steif is closely related
to the model of computation of random decision trees. Decision tree complexity refers to
a situation where given a Boolean function we would like to find its value by asking as
few questions as possible about specific instances. Random decision trees allow us to add
randomization into the choice of the next question. These relations are explored in

, and have been very useful in recent works in percolation
theory.

Remark 3.18 (Connection to gaines). Critical planar percolation is closely related to the
famous game of Hex. studied random-turn
Hex where a coin flip determines the identity of the next player to play. They found a simple
but surprising observaticn that the value of the game when both players play the random-
turn game optimally is the same as when both players play randomly. Richman considered
auction-based-turn games. Namely, the players bid on who will play the next round. A
surprising, very general analysis ( )
shows that the value of the random-turn game is closely related to that of the auction-based-
turn game! Nash famously showed that for ordinary Hex, the first player wins, but his proof
gives no ciue as to the winning strategy.

3.3.2. Spectral distribution and pivotal distribution. Let # be a monotone Boolean function
with '» variables. We can associate to # two important probablhty distributions on subsets
of {1,2,...,p}. The spectral distribution of /5 8(f) gives a set ¥ a probability 4‘2( g) Given
£ € Qa the th variable is pivotal if when we flip the value of :; the value of £ is flipped as
well. The pivotality distribution P(f) gives to a set : the probability that : is the set of
pivotal variables. It is known that the first two moments of S and P agree. *

Problem 7. Find further connections between S( f) and P(r) for all Boolean functions and
for specific classes of Boolean functions.

Conjecture 8. Let £ represent the crossing event in planar percolation. Show that #7(S( 7)) =

Q(1'(f)) and #7(P(r)) = @( (f)). (Here # is the entropy function.)
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The first inequality is a special case of the entropy-influence conjecture of
which applies to general Boolean functions. The second inequality is not so
general. We note that if £ is in P the pivotal distribution can be efficiently sampled. The
spectral distribution can be efficiently sampled on a quantum computer (Section 77).

3.3.3. First-passage percolation. Consider an infinite planar grid where every edge is assigned
a length: 1 with probability 1/2 and 2 with probability 1/2 (independently). This model of
a random metric on the planar grid is called first-passage percolation. An old question is to
understand what is the variance 17(») of the distance @ from (0,0) to (»,0). Now, let M be
the median value of @ and consider the Boolean function s describing the event “@ > M.
Is f noise sensitive?

showed, more or less, that 7 is sensitive to a
logarithmic level of noise, and concluded that 1"(») = @(» /logm). To show that f is sensitive
to a noise level of »° for § > 0 would imply that 1'(») = @' ~¢). A very interesting question
is whether methods used for critical planar percolation for obtaining stronger noise sensitivity
results can also be applied here.

3.3.4. A beautiful problem by Benjamini and Brieussel. Consider an ‘m-step simple random
walk (SRW) & .. on a Cayley graph of a finitely geneiated infinite group I'. Refresh inde-
pendently each step with probability €, to get .. from € .. Are there groups for which at
time» the positions # .- and .. are asymptotically independent? That is, does the |1 (total
variation) distance between the chain (# .., .-) and two independent copies (@ ;. 7)) go to
0, as» — oc0?

Note that on the line Z, they are uniformally correlated, and therefore also on any group
with a nontrivial homomorphism to R, or on any group that has a finite index subgroup with
a nontrivial homomorphism to R. ©n the free group and for any non-Liouville group, 4 .
and .- are correlated as weil, but for a different reason: both & .- and . have a nontrivial
correlation with 4 ;. Itai Benjamini and Jeremie Brieussel conjecture that these are the only
ways not to be noise sensitive. That is, if a Cayley graph is Liouville and the group does
not have a finite index subgroup with a homomorphism to the reals, then the Cayley graph
is noise sensitive for the simple random walk. In particular, the Grigorchuk group is noise
sensitive for the simple random walk!

3.4. Boolean complexity, Fourier, and noise.

3.4.1. P # NP — circuit version. The P # NP-conjecture (in a slightly stronger form) as-
serts that the Boolean function described by the graph property of containing a Hamilton-
ian cycle cannot be described by a polynomial-size circuit. Equivalently, the circuit form
of the NP # P-conjecture asserts that there are Boolean functions that can be described
by polynomial-size nondeterministic circuits, namely as the projection to » variables of a
polynomial-size circuit, but cannot be described by polynomial-size circuits. A Boolean func-
tion f is in co-NP if — 7 is in NP.

Remark 3.19. Projection to» variables of a Boolean function in co-NP is believed to enlarge
the family of functions even further. The resulting class is denoted by II% and the class
of functions —f when r € HQP is denoted by E?D. By repeating the process of negating
and projecting we reach a whole hierarchy of complexity classes, PH, called the polynomial
hierarchy.



24 GIL KALAI

3.4.2. Well below P. The class NC describes Boolean functions that can be expressed by
polynomial-size polylogarithmical-depth Boolean circuits. This class (among others) is used
to model the notion of parallel computing. Considerably below NC, the class AC? describes
Boolean functions that can be expressed by bounded-depth polynomial-size circuits, where
we allow AND and OR gates to apply to more than two inputs. A celebrated result in
computational complexity asserts that majority and parity do not belong to AC?. However,
the noise stability of majority implies that majority can be well approximated by functions in
ACY. mACY is the class of functions described by bounded-depth polynomial-size monotone
circuits. We note that functions in AC? are already very complex mathematical objects.

A monotone threshold circuit is a circuit built from gates that are are weigiited majority
functions (without negations). A general threshold circuit is a circuit built from gates that
are threshold linear functions, i.e. we allow negative weights. TC? ( mTC®) is the class of
functions described by bounded-depth polynomial-size (monotone) threshold circuits.

3.4.3. Some conjectures on noise sensitivity and bounded-depth moi:otone threshold circuits.

Conjecture 9 (Benjamini, Kalai, and Schramm 1999).
(i) Let f be a Boolean function described by a monotone threshold circuit of size M and
depth . Then # is stable to (1/)-noise where [ = (log 1000

(ii) Let 7 be a monotone Boolean function described by a threshold circuit of size M and
depth @. Then £ is stable to (1/{)—noise where AN (log 14)100D

The constant 100 in the exponent is, of course, negotiable. In fact, replacing 100# with
any function of @ will be sufficient for inost applications. The best we can hope for is that
the conjectures are true if ; behaves like ;= (log M)P~1. Part (i) is plausible but looks very
difficult. Part (ii) is quite reckless and may well be false. (See, however, Problem 77 below.)
Note that the two parts differ “only” in the location of the word “monotone.”

There are many Booleau functions that are very noise sensitive. A simple example is
the recursive majority on threes, denoted by RM3 and defined as follows. Suppose that
» = 3. Divide the variables into three equal parts. Compute the RM3 separately for each
of these parts and apply majority to the three outcomes. Conjecture 77 would have the
following corollaries (C1)—(C4). Part (i) implies: (C1) — RM3 is not in mTCP, and even
C2 — RM3 cannot be approximated by a function in mTCP. and

proved a variant of (C1) and these results motivated our conjecture. (C2)
already seems well beyond reach. Part (ii) implies: (C3) — RM3 is not in TC? and (C4)
— RM3 cannot be approximated by a function in TC®. (We can replace RM3 with other
noise-sensitive properties like the crossing event in planar percolation.)

3.4.4. Bounded depth Boolean circuits and the reverse Hastad conjecture For a monotone
Boolean function # on Q.., a Fourier description of the total influence is (f) > 52(:)| l,
and we can take this expression as the definition of ( #) for nonmonotone functions as wéll.
The following theorem describes some connections befween functions in AC?, influence and
Fourier. The second and third items are based on Héastad’s switching lemma.

Theorem 3.20.

(i) : If ris a (monotone) Boolean function that can be described by a
depth-# size- ¥ monotone ‘Boolean circuit then ( ) < C(log M)P-1,
(ii) ( and ) If fis a function that can be described by a

depth-# size- M Boolean circuit then 1L(f) < C(log W)P-1,
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(iii) ; improved by : If £ is a function that
can be described by a depth-# size- ¥ monotone Boolean circuit then {3 #2(:) dgl=
; ; D-1 MR A i
decays exponentially with [ when [> C (log M)P—1,

We conjecture that functions with low influence can be approximated by low-depth small-
size circuits. A function J e-approximates a function 7 if E( £ — d)Q <e.

Conjecture 10 (Benjamini, Kalai, and Schramm 1999). For some absolute constant C the
following holds. A Boolean1 function # can be 0.01-approximated by a circuit of depth ¢ of
size M where (log M)°? < 7( 7).

3.4.5. Positive vs. monotone. We stated plausible but hard conjectures on functions in mTC?
and reckless and perhaps wrong conjectures on monotone functions in TC®. But we cannot
present a single example of a monotone function in TC? that is not in mTC. To separate
the conjectures we need monotone functions in TC? that cannot even be approximated in
mTCY. proved that there are monotone tunctions in AC? that are
not in mAC?.

Problem 11.
(i) Are there monotone functions in AC? that cannot be approximated by functions in mAC°
o

(ii) Are there monotone functions in TC? that atre not in mTC??

(iii) Are there monotone functions in TC? that cannot be approximated by functions in
mTC0?

3.5. A taste of PCP, hardness of approximation, and Max Cut. A vertex cover of a graph
G is a set of vertices such that everv edge contains a vertex in the set. Vertex Cover is
the algorithmic problem of finding siich a set of vertices of minimum size. Famously, this
problem is an NP-complete problem; in fact, it is one of the problems in Karp’s original list.
A matching in a graph is a cet of edges such that every vertex is included in at most one
edge. Given a graph G there is an easy efficient algorithm for finding a maximal matching.
Finding a maximal matching with r edges with respect to inclusion, gives us at the same
time a vertex cover of size 2r and a guarantee that the minimum size of a vertex cover is at
least r. A very natural question is to find an efficient algorithm for a better approximation.
There is by now good evidence that this might not be possible. It is known to derive
from Khot’s unique game conjecture .

A cui in a graph is a partition of the vertices into two sets. The Max Cut problem
is the preblem of finding a cut with the maximum number of edges between the parts.
Also this problem is NP-complete, and in Karp’s list. The famous Goemans—Williamson
algorithm based on semidefinite programming achieves a-approximation for max cut where
agy = .878567. Is there an efficient algorithm for a better approximation? There is by now
good evidence that this might not be possible.

3.5.1. Unique games, the unique game conjecture, and the PCP theorem. We have a con-
nected graph and we want to color it with colors from a set . For every edge « we are given
an orientation of the edge and a permutation 7, on . In a good coloring of the edge, if the
tail is colored < then the head must be colored 7. (*%). It is easy to check efficiently if a global
good coloring exists since coloring one vertex forces the coloring of all the others.

Given €, 6, the unique game problem is for a graph (, a set of colors ¥, and a permuta-
tion constraint for each edge, to decide algorithmically between two scenarios (when we are
promised that one of them holds):
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(i) There is no coloring for which more than a fraction € of the edges are colored good.

(ii) There is a coloring for which at least a fraction 1 — § of the edges are colored good.

The unique game conjecture asserts that for every e > 0 and § > 0 it is NP-hard to decide
between these two scenarios.

If one does not insist on the constraints being permutations and instead allows them to be
of general form, then the above holds, and it is called the PCP Theorem — one of the most
celebrated theorems in the theory of computation.

Remark 3.21. A useful way to describe the situation (which also reflects the historical path
leading to it) is in terms of a three-player game in which there are two “proveis” and a verifier.
A verifier is trying to decide which of the two cases he is in, and can communicate with two
all powerful (noncommunicating) provers. To do so, the verifier samples su edge, and sends
one endpoint to each prover. Upon receiving their answers, the verifier checks that the two
colors satisfy the constraint. The provers need to convince the veritier that a coloring exists
by giving consistent answers to simultenous questions drawn at random.

3.5.2. The theorem of Khot, Kindler, Mossel, and O’Donneli.

Theorem 3.22 (Khot, Kindler, Mossel, and O’Donnell 2607). Let f > agay be a constant.
Then an efficient S-approximation algorithm for Max Cut implies an efficient algorithm for
unique games.

The reduction relies on the “majority is svablest” theorem (Theorem 3.4), which was
posed by Khot, Kindler, Mossel, and O’Donuvell as a conjecture and later proved by Mossel,
O’Donnell, and Oleszkiewicz. This result belongs to the theory of hardness of approximation
and probabilistically checkable proofs (PCFs), which is among the most important areas de-
veloped in computational complexity 1. the past three decades. For quite a few problems in
Karp’s original list of NP-complete problems (and many other problems added to the list),
there is good evidence that the best efficient approximation is achieved by a known relatively
simple algorithm. For a large class of problems it is even known ( ) (based
on hardness of the unique game problem) that the best algorithm is either a very simple
combinatorial algorithm (like that for Vertex Cover), or a more sophisticated application of
semidefinite programming (like that for Max Cut). I will give a quick and very fragmented
taste of three ingredients of the proof of Theorem 77.

The noisy graph of the cube. The proof of the hardness of max cut relative to unique
games is based on the weighted graph whose vertices are the vertices of the discrete cube, all
pairs are edges, and the weight of an edge between two vertices of distance 2 is (1 —p)%p**.
It turns out that in order to analyze the reduction, it suffices to study the structure of good
cuts in this very special graph.

The least efficient error-correcting codes. Error-correcting codes have, for many decades,
been among the most celebrated applications of mathematics, with a huge impact on tech-
nology. They also play a prominent role in theoretical computer science and in PCP theory.
The particular code needed for max cut is the following: encode a number 2 between 1 to
» (and thus logr bits) by a Boolean function: a dictatorship where the 2th variable is the
dictator!

Testing dictatorship. An important ingredient of a PCP proof is “property testing,” i.e.,
testing by looking at a bounded number of values if a Boolean function satisfies a certain
property, or is very far from satisfying it. In our case we would like to test (with a high
probability of success) if a Boolean function is very far from dictatorship, or haAs substantial
correlation with it. The test is the following: choose ¢ at random, let 4= Ve(—ic). Test
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if £(:c) = —s(4). For the majority function the probability that majority passes the test is
roughly arccos{e — 1); the “majority is stablest” theorem implies that anything that is more
stable has a large correlation with a dictator.

3.5.3. Discussion: integrality gap and polytope integrality gap. Given a graph ( and nonneg-
ative weights on its vertices, the weighted version of Vertex Cover is the algorithmic problem
of finding a set of vertices of minimum weight that covers all edges.

Minimize /11 + «/ 22 + « - - + «/a-ta- where « = (61,2, ..., xa) is a 0-1 vector,

subject to: «c; + «; > 1 for every edge { ¢/}

Of course, this more general problem is also NP-complete. The linear pregramming relax-
ation allows ;s to be real and belong to the interval [0,1]. The integrality gap for general
vertex cover problems is 2 and given the solution to the linear programming problem you can
just consider the set of vertices iso that «c; > 1/2. This will be a cover and the ratio between
this cover and the optimal one is at most 2. The integrality gap for the standard relaxation
of max cut is log'w. The integrality gap is an important part of the picture in PCP theory.
I conclude with a beautiful problem that I learned from Anna Karlin.

Consider the integrality gap (called the polytope integrality gap) between the covering
problem and the linear programming relaxation when the graph ( is fixed. In greater gen-
erality, consider a general covering problem of maximizing *7 subject to 4.« < ¢ where 4
is an integral matrix of nonnegative integers. Next, considered the integrality gap between
0-1 solutions and real solutions in [0, 1] when , aud ¢ are fixed (thus the feasible polyhedron
is fixed, and hence the name “polytope integrality gap”) and only * (the objective function)
varies. The problem is if, for Vertex Cover tor every graph G and every vector of weights,
there is an efficient algorithm achieving the polytope integrality gap. The same question can
be asked about a polytope integrality gap of arbitrary covering problems.

4. The quantum computer challenge

To Robert Aumann, Mayza Bar-Hillel, Dror Bar-Nathan, Brendan McKay, and Ilya Rips
whe trained me as an applied mathematician.

4.1. Quantum computers and noise. Recall that the basic memory component in classical
computing is a “bit,” which can be in two states, “0” or “1.” A computer, as modeled by a
Boolean circuit, has» bits and it can perform certain logical operations on them. The NOT
gate, acting on a single bit, and the AND gate, acting on two bits, suffice for universal classical
computing. This means that a computation based on another collection of logical gates,
each acting on a bounded number of bits, can be replaced by a computation based only on
NOT and AND. Classical circuits equipped with random bits lead to randomized algorithms,
which, as mentioned before, are both practically useful and theoretically important. Quantum
computers allow the creation of probability distributions that are well beyond the reach of
classical computers with access to random bits.

4.1.1. Quantum circuits. A qubit is a piece of quantum memory. The state of a qubit can
be described by a unit vector in a two-dimensional complex Hilbert space #”. For example,
a basis for #7 can correspond to two energy levels of the hydrogen atom, or to horizontal
and vertical polarizations of a photon. Quantum mechanics allows the qubit to be in a
superposition of the basis vectors, described by an arbitrary unit vector in #7. The memory of
a quantum computer (“quantum circuit”) consists of'» qubits. Let £#7p be the two-dimensional
Hilbert space associated with the 2th qubit. The state of the entire memory of » qubits is
described by a unit vector in the tensor product #7; ® #5 ® --- ® #7.. We can put one or



28 GIL KALAI

two qubits through gates representing unitary transformations acting on the corresponding
two- or four-dimensional Hilbert spaces, and as for classical computers, there is a small list
of gates sufficient for universal quantum computing. At the end of the computation process,
the state of the entire computer can be measured, giving a probability distribution on 0—1
vectors of length».

A few words on the connection between the mathematical model of quantum circuits and
quantum physics: in quantum physics, states and their evolutions (the way they change in
time) are governed by the Schrodinger equation. A solution of the Schrodinger equation can
be described as a unitary process on a Hilbert space and quantum computing processes of
the kind we just described form a large class of such quantum evolutions.

Remark 4.1. Several universal classes of quantum gates are described in Nielsen and Chuang
( , Ch. 4.5). The gates for the IBM quantum computer are eight very basic one-qubit
gates, and the 2-qubit CNOT gate according to a certain fixed directed graph. This is a
universal system and in fact, an over complete one.

4.1.2. Noise and fault-tolerant computation. The maiu ccncern regarding the feasibility of
quantum computers has always been that quantum systems are inherently noisy: we cannot
accurately control them, and we cannot accurztely describe them. The concern regarding
noise in quantum systems as a major obstacle t¢ quantum computers was put forward in the
mid-90s by , , end others.

What is noise? As we said already, solutions of the Schrodinger equation (“quantum evo-
lutions”) can be regarded as unitary processes on Hilbert spaces. Mathematically speaking,
the study of noisy quantum systems is the study of pairs of Hilbert spaces (#7,#7"), #7 C #7/
and a unitary process on the !arger Hilbert space #”/. Noise refers to the general effect of
neglecting degrees of freedoin, namely, approximating the process on a large Hilbert space
by a process on the small Hilbert space. For controlled quantum systems and, in particular,
quantum computers, <~ 1epresents the controlled part of the system, and the large unitary
process on #7' represents, in addition to an “intended” controlled evolution on #7, also the
uncontrolled effects of the environment. The study of noise is relevant, not only to controlled
quantum systems, but also to many other aspects of quantum physics.

A second, mathematically equivalent way to view noisy states and noisy evolutions, is to
stay with the original Hilbert space #7, but to consider a mathematically larger class of states
and operations. In this view, the state of a noisy qubit is described as a classical probability
distribution on unit vectors of the associated Hilbert spaces. Such states are referred to as
mixed states.

It is convenient to think about the following simple form of noise, called depolarizing noise:
in every computer cycle a qubit is not affected with probability 1 — p, and, with probability
9, it turns into the maximal entropy mixed state, i.e., the average of all unit vectors in the
associated Hilbert space.

Remark 4.2. It is useful to distinguish between the model error rate, which is p in the above
example, and the effective error rate, which is the probability that a qubit is corrupted at a
computation step, conditioned on it having survived up to this step. The effective error rate
depends not only on the model error rate but also on the computation sequence. When the
computation is nontrivial (for example, for pseudo-random circuits) the effective error rate
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Figure 6. Two scenarios: Left — Quantum fault-tolerance mechanisras, via quantum
error-correction, allow robust quantum information and computationaiisy superior quantum
computation. Right — Noisy quantum evolutions, described by lew degree polynomials,
allow, via the mechanisms of averaging/repetition, robust classical information and compu-
tation, but do not allow reaching the starting points for quantum supremacy and quantum
fault-tolerance. Drawing by Neta Kalai.

grows linearly with the number of qubits.* This is a familiar fact that is taken into account
by the threshold theorem described below.

To overcome noise, a theory of quantum fauit-tolerant computation based on quantum
error-correcting codes was developed. Fauit-iolerant computation refers to computation in
the presence of errors. The basic idea is te represent (or “encode”) a single (logical) qubit
by a large number of physical qubits, so as to ensure that the computation is robust even if
some of these physical qubits are fauliy.

Theorem 4.3 (Threshold theorem - informal statement ( ;
; )). When the level of noise is below a certain positive
threshold p, noisy quantam computers allow universal quantum computation.

Theorem 77 shows that once high-quality quantum circuits are built for roughly 100-500
qubits then it will be possible in principle to use quantum error-correction codes to amplify
this achievement for building quantum computers with an unlimited number of qubits. The
interpretation of this result took for granted that quantum computers with a few dozen qubits
are feasible, and this is incorrect.

Let 4, be the maximal number of qubits for which a reliable quantum circuit can be
engineered. Let Rbe the number of qubits required for good quantum error-correcting codes
needed for quantum fault-tolerance. Ris in the range of 100-1000 qubits.

The optimistic scenario: 5 > R

The pessimistic scenario: B> 4.

As we will see, there are good theoretical reasons for the pessimistic scenario (even for
> ﬂ) as well as interesting consequences from it. We emphasize that both scenarios are
compatible with quantum mechanics.

4.2. Complexity 6: quantum computational supremacy.

4We refer to error rate in terms of qubit errors, which are relevant to quantum error-correction. There is
no difference between model error rate and effective error rate for rate based on trace distance.
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4.2.1. Factoring is in BQP. Recall that computational complexity is the theory of efficient
computations, where “efficient” is an asymptotic notion referring to situations where the
number of computation steps (“time”) is at most a polynomial in the number of input bits.
We already discussed the complexity classes P and NP, and let us (abuse notation and)
allow classical randomization to be added to all the complexity classes we discuss. There are
important intermediate problems between P and NP. Factoring — the task of factoring an
p-digit integer to its prime decomposition is not known to be in P, as the best algorithms are
exponential in the cube root of the number of digits. Factoring is in NP, hence it is unlikely
that factoring is NP-complete. Practically, Factoring is hard and this is the basis for most of
the current cryptosystems.

The class of decision problems that quantum computers can efficiently solve is denoted by
BQP. Shor’s algorithm shows that quantum computers can factor»-digit integers efficiently —
in ~p? steps! Quantum computers are not known to be able to solve NP-complete problems
efficiently, and there are good reasons to think that they cannot do so. However, quantum
computers can efficiently perform certain computational tasks beyond NP and even beyond
PH.

The paper by presenting an efficient factoring algorithm for quantum comput-
ers is among the scientific highlights of the 