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Abstract

There have been incredible progress in the last twenty years in the rigorous analysis of planar statistical
mechanics models whose limits are conformally invariant. This paper will not try to survey all the recent
advances. Instead, it will discuss some recent results about particular conformally invariant measures on
loops and paths.

1 Introduction
One of the main goals in statistical physics is to understand macrosopic behavior of a system given the
interactions which are mainly microscopic but may exhibit long range correlations. Such models often
depend on a parameter and at a critical value of the parameter the collective interaction switches from being
microscopic to macroscopic. Critical phenomena is the study of such systems at or near this critical value.

There is a wide class of models (percolation, self-avoiding walk, Ising and Potts model, loop-erased
random walk and spanning trees,...) whose behavior is very dependent on the spatial dimension. There
exists a critical dimension above which the behavior is relatively simple (although it is not always trivial
to prove this is true!), but below the critical dimension there is “non mean-field” behavior with nontrivial
critical exponents for long-range correlations and fractal structures arising.

It was first predicted by Belavin, Polyakov, and Zamolodchikov [3, 2] that the continuum limit of critical
fields in two dimensions would exhibit some kind of conformal invariance. This idea along with the related
Coulomb gas techniques allowed for a number of nonrigorous predictions of critical exponents, see, e.g.,
[8, 7, 10, 48, 49, 51]. These exact exponents agreed with simulations so even though the theoretical arguments
were far from being mathematically rigorous, it seemed clear that they were giving correct predictions and
hence there should be mathematical structures and theorems to make precise and prove these predictions.

Major breakthroughs in the rigorous theory happened in around the turn of the twenty-first century.
Probably the most important is Schramm’s creation of what it now called the Schramm-Loewner evolution
(SLE). This combined with ideas of Werner and myself on the Brownian intersection exponent opened up
the understanding of the continuum limit for curves and interfaces of fields. On the discrete side, Kenyon
used conformal invariance to prove the exact value of the dimension of the loop-erased walk and Smirnov
proved “Cardy’s formula” for the crossing probabilities of critical percolation on the triangular lattice.

These works were just a start to what may be called a major subfield studying critical behavior of two-
dimensional systems. This has included two Fields medals [47, 21], two other plenary talks [53, 37], at least
four previous invited talks [56, 25, 13] plus a number of other invited talks somewhat related, and it has
been a part of the work of at least four invited speakers in this conference.

Given the explosive nature of the field, I will not try to give an overview. I have decided to give a personal
perspective and to focus on several loop measures and related models, loop-erased random walk (related to
uniform spanning trees) and the Gaussian free field. I start by introducing one of the main characters,
discrete loop measures, and show how they are related to some well known objects, spanning trees and
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the uniform distribution over all spanning trees. Let us write X = fx0, x1, . . . , xng where we have chosen an
arbitrary ordering of the vertices. We choose a spanning tree as follows thinking of x0 as the root vertex:

• Start a random walk at x1 and stop it when it reaches x0 and erase the loops chronologically from the
path. Add these edges to the tree.

• Recursively, choose the vertex of smallest index that has not been added to the tree; start a random
walk there and stop it when it reaches a vertex in the tree; erase loops and add those edges to the tree.

We continue until we have a spanning tree. A straightforward analysis of the algorithm (see [30, Chapter
9]) shows that the probability that a particular tree T is chosen is n∏

j=1

p(yj , ŷj)

 F (A) =

 ∏
y∈X\{x0}

dy

−1

F (A), F (A) :=

n∏
j=1

GAj
(yj , yj).

Here fy1, . . . , yng is a permutation of A := fx1, . . . , xng (determined by T ); ŷj is the vertex adjacent to yj
in T on the path to x0; Aj = A n fy1, . . . , yj−1g; and GAj denotes the usual random walk Green’s function
for the walk killed upon leaving Aj . The term in brackets is clearly independent of the permutation. While
it is not obvious that our definition for F (A) does not depend on the ordering of the vertices, it indeed does
not. One can check this as a simple exercise in Markov chain theory but it is more illuminating to write it
in one of two order independent ways:

• F (A) = 1/ det∆ where ∆ = G−1 = (I �P ) is the (negative of the random walk) Laplacian considered
as a matrix indexed by A1.

• If m = mp,

F (A) = exp

{∑
ℓ⊂A

m(ℓ)

}
, (1)

The surprising fact is that Wilson’s algorithm gives equal probability to each spanning tree; moreover, since
we know what this probability, is we can conclude that the number of spanning trees is ∏

y∈X\{x0}

dy

 F (A)−1 =

 ∏
y∈X\{x0}

dy

 det∆.

This looks even nicer if we use the graph Laplacian ∆g (the degree matrix minus the adjacency matrix) in
which case the right-hand side becomes just det∆g. This is far from being a new result — it was proved by
Kirchhoff in the nineteenth century.

The fact that the quantity in (1) is a determinant can be seen if we write it in terms of the rooted loop
measure and use a well known identity,

exp

{∑
l⊂A1

m̂(l)

}
= exp

{ ∞∑
n=1

1

n
Tr(Pn)

}
= det[I � P ].

The great utility of the loop measure comes from its description in terms of unrooted loops; indeed, the proof
of Wilson’s algorithm uses the fact that one sample from a “soup” of unrooted loops in any order.

Although this can be done in generality, we will be focusing on a special case. Suppose that A is a finite,
simply connected subset of the integer lattice Z2 containing the origin so that ∂A = fx 2 Z2 : dist(x,A) = 1g.
The usual simple random walk measure gives p(x, y) = 1/4 if jx� yj = 1. Suppose we take a simple random
walk starting at the origin, stop it when it reaches ∂A, and then erase loops to give a self-avoiding path η.
This gives a probability measure on self-avoiding walks (SAW) starting at the origin ending and ∂A. By
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Wilson’s algorithm, it is the probability that the unique path from the origin to ∂A in the uniform spanning
tree of the graph X = A [ f∂Ag is η (here, ∂A is considered as a single point — this is called the wired
spanning tree). In this case, the number of spanning trees is 4#(A) F (A)−1.

Associated to loop measures are loop soups. This is a colorful term for a Poissonian realization from m.
Let LA denote the set of unrooted loops in the set A. At each time t, the soup Ct(A) is a multiset from LA

where loop ℓ appears N ℓ
t times. It is defined by saying that fN ℓ

t : ℓ 2 LAg are independent Poisson processes
with parameter m(ℓ).

There are various ways to describe the probability distribution for loop-erased random walk from the
origin to ∂A without making reference to loop erasure. One nice one is as a Laplacian random walk. Suppose
the path starts as η = [η0 = 0, η1, . . . , ηk]. Then the probabilities for the next step are given by weighting by
the solution of the Dirichlet problem (for the discrete Laplacian) in A n η with boundary value 0 on η and 1
on ∂A. In other words, loop-erased random walk is Laplacian growth where the growth only occurs at the
tip.

Suppose we observe the loop-erased walk η. Can we recover (with added randomness) the simple random
walk that produced η? The answer is yes, and the way to do it is by taking a realization of the loop soup
C1 at time t = 1. We then use η to “explore” the loop soup. We start at the origin and view all loops in C1

that intersect the origin. We turn these into rooted loops by choosing the origin as the root (if the origin is
visited several times choose randomly) and then add all the loops to the path in the order they appeared in
the soup. At this point we have not observed the soup in A n f0g. We take our next step η1 and observe
the loops in A n f0g that intersect η1, and continue. A short combinatorial argument [30, Chapter 9] shows
that the distribution of the path at the end is that of a usual simple random walk. Note that the order in
which we discover loops in the soup depends on the choice of η, and for a particular η we only observe the
loops that intersect η.

The probability that a particular η is chosen for the loop-erased walk in A is 4−|η| Fη(A), where logFη(A)
denotes the loop measure of loops in A that intersect η. What happens if we “perturb” the domain, say,
consider Ã � A? How does this change the probability of seeing a certain η? This probability is zero if
η \ (A n Ã) is nonempty, but otherwise it is 4−|η| Fη(Ã). In other words, the Radon-Nikodym derivative is
given in terms of the loops in the larger domain that are lost when shrinking:

Fη(Ã)

Fη(A)
= exp

�
∑

ℓ⊂A,ℓ∩(A\A′ )̸=∅,ℓ∩η ̸=∅

m(ℓ)

 . (2)

In continuous models for paths and loops, one of the key quantities to consider is the effect of perturbation
of a domain on the measure of a particular path.

One observable of a loop soup is nx = nx(t), the number of times that a vertex x is visited by time t. In
the case t = 1 and the loop-erased walk, nx is a geometric random variable,

Pfnx = kg = qk (1 � q), q =
1

GA(x, x)
.

More generally, the distribution of nx(t) is negative binomial,

Pfnx(t) = kg =

(
k + t� 1

k

)
qk (1 � q)t.

One can convert to continuous times by adding independent exponential waiting times. For t = 1, given nx,
we define Lx(1) to be the sum of nx +1 independent exponential random variables with parameter 1. Then
a standard computation shows that Lx(t) has an exponential distribution with parameter q. For other t, we
can choose Lx(t) to be the sum of nx(t) independent exponential random variables and a Gamma random
variable with parameters t and 1. In particular, if t = 1/2, then Lx(t) is the sum of nx(1/2) exponentials
plus a random variable with the same distribution as Z2/2 where Z is a standard normal.

As we discuss below, fLx(1)/2 : x 2 X g has the same distribution as fjZxj2 : x 2 X g where fZx =
Xx + iYx : x 2 X g is a complex Gaussian field with independent real and imaginary parts each having
covariance matrix G. Equivalently, fLx(1/2)g has the distribution of fX2

xg.
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3 Scaling limits
In two dimensions, conformally invariant objects are obtained as scaling limits of discrete models. Both the
loop soup and the loop-erased walks have limits that we describe here. To each finite, connected subset A
of Z2 = Z+ iZ we associate a domain in C,

DA = int

[∪
z∈A

(z + S)

]
, S = fx+ iy 2 C : jxj, jyj � 1/2g.

Conversely, if



the model, we associate to each LERW η = [η0, . . . , ηk] connecting �n to n in An, the scaled path of time
duration kn−d,

η(n)(j/nd) = n−1 ηj , 0 � j � k. (5)
When taking the limit, we first multiply the measure by n2 so that the limit has finite total mass, and then
we take a limit of the paths above. The limit is be a version of the Schramm-Loewner evolution (SLE).

4 Brownian loop measure and soup in C
Let D be a bounded, simply connected domain in C. For every n, let An � Z2 and Dn = n−1An be defined
as in the previous section. The Brownian loop measure is the scaling limit as n ! 1 of the random walk
loop measure on An. It can be constructed directly [35], and, indeed, it was defined before the discrete loop
measures.

A rooted loop is a curve γ : [0, tγ ] ! C with γ(0) = γ(tγ) where tγ 2 (0,1). An (unrooted) loop is an
equivalence class of rooted loops under the equivalence γ � γr where γr(t) = γ(t+ r) and t+ r is interpreted
modulo tγ . We will define the loop measure first for rooted loops and then use this to define the measure
for unrooted loops. It is useful to view a rooted loop γ as a triple (z, tγ , γ̂) where z is the root, tγ is the
time duration, and γ̂ is a loop of time duration 1 rooted at the origin. The bijection is given using Brownian
scaling

γ(t) = z + t1/2γ γ̂(t/tγ), 0 � t � tγ .

The rooted loop measure on C can be given by

(Area) � dt

2πt2
� (Brownian bridge),

Here Brownian bridge refers to the probability measure associated to (appropriately defined) Brownian
motion starting at 0 conditioned to return to 0 at time one. The middle term can be written as t−1 (2πt)−1.
The factor (2πt)−1 is the density of Brownian motion at time t evaluated at the origin and the t−1 is the
analogue of the jlj−1 term from the discrete loop measure. This is the natural continuum analogue of (4). To
give the measure on a domain D one restricts this measure to loops in D. This is an infinite measure even
for bounded D because the measure of small loops blows up. This measure induces a measure on unrooted
loops which we call the Brownian loop measure. Poissonian realizations of the Brownian loop measure are
called Brownian loop soups.

The Brownian loop measure satisfies two important properties. The first is immediate but still very
important.

• Restriction property. If D′ � D then the loop measure on D′ is the same as the loop measure on
D restricted to loops that lie in D′.

The second is particular to two dimensions and is a starting point for analysis of conformally invariant
processes.

• Conformal invariance [35]. If f : D ! f(D) is a conformal transformation, then the image of the
loop measure on D is the loop measure on f(D).

Let us explain the last statement. The Brownian (heat equation) scaling can be written intuitively as
dx =

p
dt



and f ◦ γ(r) = f [γ(σ(r))] where ∫ σ(r)

0

jf ′(γ(s))j2 ds = r.

If µD denotes the Brownian loop measure on unrooted loops and f ◦ µD is defined by

f ◦ µD(V ) = µDfγ : f ◦ γ 2 V g,

then f ◦ µD = µf(D). This result requires no topological assumptions on the domain D.
The definition of the loop measure is not very conducive to calculation. When computing measures of sets

it is often useful to use a decomposition of into Brownian (boundary) bubbles. This focuses on a particular
rooted representative of an unrooted loop. For example, if µ = µC is the measure on the entire plane, then
we can write

µC =

∫
C
µbub
H+iy(x+ iy) dx dy.

This is a decomposition focusing on the (unique) point on the loop of smallest imaginary part. Here µbub
H (0)

is a σ-finite measure on loops rooted at the origin and otherwise staying in the upper half plane H. It can
be defined in a number of equivalent ways by taking limits. More generally, if f : D ! f(D) is a conformal
transformation, z 2 ∂D, and z and f(z) are analytic boundary points, we have the conformal covariance
rule

f ◦ µbub
D (z) = jf ′(z)j2 µbub

f(D)(z).

Another useful way to write µC is by focusing on the point of greatest magnitude

µC =

∫
C
µbub
|z|D(z) dA(z), (6)

where D is the unit disk.

5 Measures on self-avoiding curves
The loop-erased random walk is one of many lattice models for which scaling limits are expected to exist.
Many of them are parts of more complicated fields, for example, loop-erased random walks arise as macrosopic
paths in scaling limits of uniform spanning trees. Suppose D is a bounded, simply connected subdomain of C
containing the origin which for ease we will assume has an analytic boundary. Let z, w be distinct points on
the boundary. We will consider measures on (continuous) curves γ : (0, tγ) ! D with γ(0�) = z, γ(tγ+) = w
(we sometimes allow tγ = 1



• Conformal covariance. If f : D ! f(D) is a conformal transformation, then

f ◦ µD(z, w) = jf ′(z)jb jf ′(w)jb µf(D)(f(z), f(w)),

where b is a scaling exponent. In particular the probability measures are conformally invariant:

f ◦ µ#
D(z, w) = µ#

f(D)(f(z), f(w)),

and µ#
D(z, w) can be defined even for nonsmooth boundaries.

• Reversibility. The measure µD(w, z) is obtained from µD(z, w) by reversing the paths.

• Boundary perturbation or generalized restriction. Suppose D′ � D and the domains agree in
neighborhoods of z, w. Then µD′(z, w) is mutually absolutely continuous with the measure given by
µD(z, w) restricted to curves with γ(0, tγ) � D′. If ΦD,D′ denotes the Radon-Nikodym derivative, then
it is a conformal invariant,

ΦD,D′(γ) = Φf(D),f(D′)(f ◦ γ).

• Domain Markov property. Suppose an initial segment γ̃ of γ ending at z′ 2 D is observed. Then
in the probability measure µ#

D(z, w), the conditional distribution of the remainder of the curve given
γ̃ is given by µD\γ̃(z

′, w). By reversibility, we should be able to also grow ends of the curve from w.

The big breakthrough by Schramm [52] described in our notation is as follows. Let us restrict to simply
connected domains D, consider only the probability measures µ#

D(z, w) (which do not require boundary
smoothness), and assume conformal invariance and the domain Markov property. Finally, consider the
curves γ and f ◦ γ only modulo reparametrization. Then there is only a one parameter family of curves that
are candidates for this. This is now called the (chordal) Schramm-Loewner evolution (SLE) with parameter
κ > 0. It describes the curve γ[0, tγ ] in terms of the collection of conformal maps gt : D n γ[0, t] ! D with
gt(γ(t)) = z, gt(w) = w. The evolution of gt is described with a Loewner equation driven by a Brownian
input. The parameter κ gives the variance of the Brownian motion. It takes some work to understand the
curve γ[0, t] from the maps gt but we now know a lot.

• The measure is supported on simple curves for κ � 4; it is supported on plane-filling curves for κ � 8;
and for 4 < κ < 8, it is supported on self-intersecting but “non-crossing” curves that are not plane
filling. [50]

• For κ < 8, the measure is supported on curves of Hausdorff dimension

d = 1 +
κ

8
.

In particular, for each 1 < d < 2, there is a unique family of curves. [50, 1]

• The measure is reversible for κ < 8 [45, 64].

The relationship with the Brownian loop measure comes in the boundary perturbation rule. We define
the conformal invariant: if D is a domain and K,K ′ are disjoint, relative closed, subsets, then ΛD(K,K ′) =
exp fm(L)g , where L = LD(K,K ′) is the Brownian measure of loops in D that intersect both K and K ′.
Using mainly the work in [26], for d � 4 we can define the measure µD(z, w) such that the following is true.

• The total mass of µD(z, w) is HD(z, w)b where b = 6−κ
2κ , and HD(z, w) denotes the boundary Poisson

kernel (the normal derivative in each component of the Green’s function) normalized so that HH(0, 1) =
1.
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• If D′ � D as above and γ(0, tγ) � D′, the Radon-Nikodym derivative is given by

dµD′(z, w)

dµD(z, w)
(γ) = ΛD(γ,D nD′)c/2 = exp

{c

2
m[LD(γ,D nD′)]

}
, (7)

where c is the central charge given by

c =
(3κ� 8)(6 � κ)

2κ
.

This is the same central charge that is a fundamental parameter in conformal field theories. In statistical
physics, it also can be described in terms of infinitesimal changes of the “stress energy tensor”. Here
we see it as measuring the effect on the path measure of infinitesimal changes to the ambient domain.

The scaling limit of LERW is SLE2. (This was predicted in [52] and proved, at least for the related radial
case, in [32] for curves modulo reparametrization.) Here we see c = �2; indeed (7) is the scaling limit of the
relation (2). This answers all of the questions above except for giving the path the correct parametrization;
we discuss this in Section 11.

The theory of chordal SLE in simply connected domains can be derived from the assumptions of conformal
invariance and domain Markov property of the probability measures µ#

D(z, w). In fact, the role of the partition
function and the Brownian loop measure was found by studying the unique one-parameter family of measures
in simple connected domains. There is a another way of looking at this that is important. Let us consider the
case of the upper half plane and boundary points 0 and infinity. The fundamental observation of Schramm
was the following. Suppose that we consider the case of the upper half plane H and boundary points 0 and
infinity. One version of “Loewner chains” (which were developed by Loewner to understand the Bieberbach
conjecture) states that if γ is a simple curve from 0 to 1; Ht = H n γ[0, t], and gt : Ht ! H is the unique
conformal transformation satisfying

gt(z) = z + o(1), z ! 1,

then with an appropriate parametrization of γ, there is a continuous function real-valued function Ut such
that

∂gt(z) =
2

gt(z) � Ut
, g0(z) = z.

Schramm noted that conformal invariance and the domain Markov property implied that Ut is a driftless
Brownian motion, and hence Ut =

p
κWt, where Wt is a standard Brownian motion and κ is the parameter.

Setting a = 2/κ and doing a linear time change, we get

∂gt(z) =
a

gt(z) � Ut
, g0(z) = z,

where Ut = �Bt is a standard Brownian motion. If Zt(z) = gt(z)�Ut, we can write this as a Bessel equation,

dZt(z) =
a dt

Zt(z)
+ dBt.

For κ � 4, this gives a measure on simple curves and the following is true. Suppose D = HnK is a simply
connected subdomain where K is compact, not containing the origin. There are three equivalent ways to
find µ#

D(0,1).

• Use a conformal transformation to map H onto D fixing 0 and 1 and use conformal invariance.

• Give the Radon-Nikodym derivative of the two probability measures. Assuming γ \K = ∅, the value
is

Φ′
D(0)−b exp

{c

2
m[LD(γ,D nD′)]

}
.
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where ΦD : D ! H with ΦD(0) = 0,ΦD(1) = 1,Φ′
D(1) = 1. Equivalently, we can define the

measure µD(0,1) with total mass (partition function)

Φ′
D(0)b := E

[
exp

{c

2
m[LD(γ,D nD′)]

}]
,

and this satisfies the generalized restriction property.

• Give the Radon-Nikodym derivative on the probability space on which the Brownian motion is defined.
One standard way to construct “adapted” absolutely continuous measures to a Brownian motion is to
give a drift,

dYt = Rt dt+ dBt,

where Rt is measurable with respect to the process at time t. The process in D is SLE in all of
H “weighted by” or “tilted” by the partition function. The precise meaning of this is given by the
Girsanov theorem. Let Mt



Given a path γ, the natural parametrization would be defined so that the “d-dimensional length” of γ[0, t]
is t. One well-known d-dimensional measure is Hausdorff measure defined (at least up to a constant) by

Hd(V ) = lim
ϵ↓0

inf

∞∑
j=1

[diamUj ]
d,

where the infimum is over all covers of V by sets of diameter at most ϵ. The Hausdorff dimension of V is the
unique d at which Hd(V ) jumps from 1 to 0; the value at d can be anything. For random sets of Hausdorff
dimension d, typically we have Hd(V ) = 0. Roughly speaking, this is because we can take covers by sets of
any size less than or equal to ϵ, and given a realization of the random set, the optimal cover takes advantage
of this freedom. There are refinements of Hausdorff measure using gauge functions, and the optimal gauge
function is well understood for some processes such as Brownian motion. However, for processes with very
strong dependence on the immediate past such as SLE, determining a correct gauge correction is difficult
and open.

To parameterize SLE paths it is more useful to take a naive approach and try to cover by balls of radius
ϵ; this is much closer to the approximation by a lattice since one has a fixed lattice size. A similar idea is
the d-dimensional Minkowski content which for subsets V of C = R2 is given by

Contd(V ) = lim
ϵ↓0

ϵd−2 Areafz : dist(z, V ) � ϵg, (8)

provided that this limit exists. Rezaei and I [31] were able to show that this limit exists and is nontrivial for
SLEκ, κ < 8 (for κ � 8 the curve is plane filling and the natural parametrization should be parametrization
by area). In particular, the curve γ can be reparametrized such that for each s, Contd[γ[0, s]) = s.

Proving the existence of this limit starts with hoping that it exists and seeing what this would imply.
Consider SLE from z to w in a domain D and let ζ 2 D. The (chordal SLE) Green’s function GD(ζ; z, w)
is the normalized probability that the SLE path goes through ζ, more precisely,

GD(ζ; z, w) = lim
ϵ↓0

ϵd−2 Pfdist(ζ, γ) � ϵg.

Establishment of the limit on the right-hand side is essentially the same as showing that for fixed 0 < ρ < 1
as ϵ ! 0,

Pfdist(ζ, γ) � ρϵ j dist(ζ, γ) � ϵg � ρ2−d.

This requires understanding the distribution of the tip of γ when it first gets within ϵ of ζ.
For simply connected D, it was noted in [50] that if such a function existed, then Mt := GD\γt

(ζ; γ(t), w)
would have to be a local martingale and an Itô’s formula calculation gave d = 1 + κ

8 and

GD(ζ; z, w) = rD(ζ)d−2 SD(ζ; z, w)
8
κ−1, (9)

where rD(ζ) denotes conformal radius and SD(ζ; z, w) denotes the sine of the (conformally invariant) ar-
gument of ζ with respect to z, w. Here γt = γ[0, t]. Having made the observation, we can use the local
martingale given by the left-hand side of (9) and the Girsanov theorem to understand the local behavior of
the path as it gets near ζ. To establish the Minkowski content, one needs to improve this to a “two-point”
estimate,

Pfdist(ζ, γ) � ρϵ, dist(ζ ′, γ) � ρϵ j dist(ζ, γ) � ϵ,dist(ζ ′, γ) � ϵg � ρ2(2−d).

The natural parametrization satisfies a kind of Markovian property. Suppose D is a bounded domain,
z, w are distinct boundary points, and γ(t) is an SLEκ path from z to w in D. Let Θt = ContD(γt). Then

E[Θ∞] =

∫
D

GD(ζ; z, w) dA(ζ).

E [Θ∞ j γt] = Θt +Ψt, Ψt :=

∫
Dt

GDt(ζ; γ(t), w) dA(ζ) (10)
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where Dt = Dnγt. Since E [Θ∞ j γt] is a martingale, we can characterize Θt as the unique increasing process
such that Ψt+Θt is a martingale (Doob-Meyer decomposition). The first construction [33, 36] of the natural
parametrization used this characterization and it is important in the proof of the discrete parametrization
of LERW to the natural parametrization of SLE2.

Another way of viewing a “d-dimensional” parametrization is in terms of the Hölder exponent. Under
the natural parametrization, the SLEκ curves are Hölder continuous for all α < 1/d [62].

7 Gaussian field
Maybe the most fundamental random field is the Gaussian (free) field, that is, variables fZx : x 2 X g
indexed by a set which can be finite, countable, or uncountable, such that each finite dimensional distribution
is multivariate Gaussian. The distribution is determined by the means and the covariances and we say it is
centered if the means are zero. A relationship between random paths and Gaussian fields has been known
for a while, (see, e.g., [6, 15, 57]) but what we describe here relating to loop measures is more recent due to
Le Jan [38, 39] and Lupu [41].

We started with a discrete-time, discrete-space loop measure and then described the Brownian loop
measure which is continuous-time, continuous space. We will also consider continuous-time, discrete space.
There are two ways to get a loop measure with continuous times on a discrete space. Le Jan’s approach is to
use a definition analogous to Brownian loop measure by having paths from a continuous time Markov chain.
The other is to start with discrete time loops and then add waiting times. Both approaches have advantages;
we will use the latter approach here. Suppose we have a finite set X and a real-valued symmetric function
q on edges; for ease, we will assume q(x, x) = 0 although the definitions here can be adapted to allow for
self-edges. Such a weight gives a measure on paths by multiplying the weight of the edges and hence also
gives a weight on loops. We will assume that this weight is actually a measure∑

ω

jq(ω)j < 1.

where the sum is over all finite length paths in A. In particular the Green’s function can be written as

G(x, y) = [I �Q]−1
x,y =

∑
ω:x→y

q(ω).

A particular case is when q are the transition probabilities for a subMarkov chain. There corresponds a
weight on rooted loops m(l) = mq(l) = q(l)/jlj and the corresponding measure on unrooted loops. The
centered Gaussian field fZx : x 2 X g with covariance matrix G is the random vector whose Radon-Nikodym
derivative with respect to independent, standard Gaussians is

√
det(I �Q) exp

{∑
e

qe Ze

}
where the sum is over all undirected edges e = fx, yg and Ze = ZxZy. If we consider the random field
T̄ = fTx = Z2

x/2;x 2 X g, then the density of T̄ can be written as

g(t̄)
√
det(I �Q)E

[
exp

{∑
e

2 Je qe
p
te

}]

where g(t̄) is the density for independent χ2
1/2 random variables; the sum is over all edges e = fx, yg,

te = txty, Je = JxJy; and fJxg are independent with PfJx = �1g = 1/2.
To get a realization of T̄ we can proceed as follows.

• Start with a realization of T̄ for independent standard normals, that is, ft′xg independent with χ2
1/2

distributions.
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• Take a realization of the discrete loop soup giving local times fnxg.

• Replace each nx with the sum of nx independent exponentials with rate 1 and add this to ft′xg to get
ftxg.

There are several ways to verify it; in [29], motivated by [42], it was done in a way to also get the joint
distribution with the distribution on currents, that is, functions k̄ on edges with the property that each





consider the random variable Φ under the measure tilted by e−γ2/2 eγΦ, the induced distribution on Φ is that
of a normal random variable with mean γσ2 and variance σ2. The original probability of getting a value as
large as γσ2 is of order e−γσ2/2. That is, the typical value of ψN (z) in the tilted measure is of order Nγ2/2

and the probability (in the original measure) of such of value is of order N−γ2/2. Since there are of order
N2 points, we see that critical value is γ = 2; if γ < 2, then we would expect that the measure µ would be
supported on a set of N2− γ2

2 squares, that is, on a set of “fractal dimension” 2 � γ2

2 .
We will now use Liouville quantum gravity to reparametrize a curve. Let us consider the loop-erased

random walk which has dimension d = 5/4. Then we can reparametrize the curve as in (5) and get a curve
whose macroscopic time duration is finite and positive. The number of points visited by a typical path is
comparable to Nd and the amount of time it spends on each of these points is N−d = [area(Sz)]

−d/2. Suppose
an independent realization of the Liouville quantum gravity is given. Then we can also reparametrize our
curve so that the amount of time spent on square Sz is [

√
µN (Sz)]

−α. Here we can view α as the “quantum
fractal dimension” of the path chosen so that∑

z

[
√
µN (Sz)]

−α ≍ 1.

If a random set of dimension d is chosen independently of the Gaussian field, then the expected value of the
left-hand side is comparable to

Nd E
[
(µN (Sz))

−α/2
]

where z is a typical interior point for which we see that

E
[
(µN (Sz))

−α/2
]
= N−α(1+ γ2

4 ) E [exp fαγZNz/2g] ≍ N−α(1+ γ2

4 )+α2 γ2

8 .

This gives the KPZ relation

d = α

(
1 +

γ2

4

)
� α2 γ2

8
, (11)

which is often written in terms of the scaling exponents x,∆ defined by d = 2 � 2x, α = 2 � 2∆,

x =

(
1 � γ2

4

)
∆+

γ2

4
∆2.

As in the case of the loop measure, for each κ � 4, there is a corresponding value of γ. In this case γ is
chosen so that the quantum fractal dimension α0 of the SLEκ path is 1. Using (11) we can see which γ to
choose for each κ.

• If γ2 = κ, then the quantum fractal dimension of an independent set of Euclidean fractal dimension
1 + κ

8 is one.

In the case of the loop-erased random walk, we choose γ =
p
2, and then we have a one-dimensional

parametrization of the d-dimensional curve. For κ′ > 4, a similar association is appropriate; indeed, the
outer boundary of SLEκ′ curves are locally like SLEκ curves with κκ′ = 16. These values of κ, κ′ share the
same central charge.

One of the most exciting recent developments in conformally invariant systems has been the work of Scott
Sheffield, Jason Miller, Bertrand Duplantier, and others in understanding the random geometry and surfaces
produced by taking independent realizations of the Gaussian free field (and hence of the quantum gravity)
and realizations of SLEκ or SLEκ′ curves and loops. I am not going to try to explain this work for two
reasons: it would take too much space to give even a reasonable description and I do not feel I have sufficient
expertise to do it justice. I suggest the paper [14] whose abstract starts with the inviting sentence “There is
a simple way to “glue together” a coupled pair of continuum random trees (CRTs) to produce a topological
sphere”, but then is followed by a very technical paper of over 200 pages! Another major breakthrough by
Miller and Sheffield [44] is making rigorous the relation between the γ2 = 8/3 (c = 0) case and combinatorial
models for random graphs and the Brownian map [37].
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9 Random simple loops
A rooted self-avoiding loop (rSAL) is a path [l0, l1, . . . , l2n] with l0 = l2n and all other vertices distinct. We
will call ℓ an (unrooted) self-avoiding loop (SAL) if it is an equivalence class of rooted self-avoiding loops as
before. For self-avoiding loops, there are exactly 2n rooted loops associated to an SAL. We have retained
the orientation of the loop. A self-avoiding polygon (SAP) is an equivalence class of SAL where we ignore
the orientation; to each SAP of length 2n > 2, there are 2 SALs and 4n rSALs.

When studying SALs or SAPs in DN , we can either consider loops in the (scaled) lattice or the dual
lattice. We note that SAPs on the dual lattice are in one-to-one correspondence with finite simply connected
subsets of Z2 where the correspondence is given by the boundary. For finite (not necessarily simply) connected
subsets we can fill in the bounded components of the complement (giving the hull of the set) and then take
the outer boundary. Of course, this is not a bijection since the outer boundary of a set is the same as
the outer boundary of its hull. We will be studying measures on SAPS or SALs with an emphasis on the
macrosopic (that is, noninfinitesimal) diameter. Some of these measures will be infinite because they give
large measure to small loops, but the measure on large loops is bounded.

We start by considering a simple to define measure on loops using the random walk measure similar to
one in [24]. We will define it as a measure on SALs, but one could equally consider it as a measure on SAPs
(being careful of factors of 2 since the relation between SALs and SAPs is 2-to-1). There are two variants
of the measure, depending on whether the loops lie on the lattice or the dual lattice. In either case we will
be considering the random walk loop measure on the original lattice. Recall that if η is a loop in the lattice,
then

Fη(A) = exp

�
∑

ℓ⊂A,ℓ∩η ̸=∅

m(ℓ)

 .

Here ℓ \ η ̸= ∅ means that the loops share a vertex. If η is a loop in the dual lattice, we define Fη(A) in the
same way but in this case ℓ � A means that the edges of ℓ are parts of boundaries of squares centered at
z 2 A, and ℓ\ η ̸= ∅ means that ℓ includes a vertex adjacent to η. Our simple candidate for a measure is to
give each η measure

mA(η) = e−β|η| Fη(A)
−c/2, (12)

where β = βc is a critical value and c denotes the central charge. Part of the conjecture is a form of
hyperscaling, which can be stated roughly that at the critical value of β, the total measure of loops of
diameter at least 1 contained in D is of order 1. The conjecture is that many of the interesting measures on
loops are absolutely continuous with respect to this measure but that there may be domain corrections that
will depend on the particular model studied.

One way to compensate, which will turn out to be natural at least in the case c = �2, is to include an
extra term

m̂A(η) = e−β|η| [HA(η, ∂A)Fη(A)]
−c/2

,

where HA(η, ∂A) denotes an “excursion measure” term,

HA(η, ∂A) =
∑
x∈η

Esη,A(x) =
1

4

∑
x∈η

∑
|y−x|=1

[1 � g(y)].

Here g(x) = gη,A(x) is the probability that a simple random walk starting at x reaches η before A (so that
g � 1 on η), and EsηA

(x) = �∆g is the probability that a simple random walk starting at η reaches ∂A
before returning to η. If the scaled walk η is of diameter 1 and is not too close to the boundary, then
HA(η, ∂A) ≍ 1. Indeed, (2/π)HA(η, ∂A) � r−1 where r is chosen so that annular region between η and
∂DA is conformally equivalent to f1 < jxj < erg. In particular, the continuum limit is a conformal invariant
at least for transformations of the annular region. In this case one can show similarly to [16] that the limit

lim
A↑Z2

HA(η, ∂A)Fη(A)

exists and is nontrivial.
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9.1 c = 0: Self-avoiding polygons
The case c = 0 where m̂A(η) depends only on jηj is a version of one of the big open questions in the
intersection of probability, combinatorics, and statistical physics. The value eβ is called the connective
constant and its value is not known (although it is known on the honeycomb lattice [12]). However, its
continuum limit is perhaps the easiest to construct because it satisfies the restriction property: the value
m̂A(η) does not change if A changes, provided that η � A.

A very similar measure can be constructed from the random walk loop measure. To each unrooted loop
we can associate its outer boundary. To be more precise, the set of vertices visited by an unrooted loop
is a connected set and this set can become a simply connected A by filling in the finite holes. The outer
boundary is the simple loop in the dual lattice given by ∂DA. Mandelbrot [43] made the remarkable heuristic
observation that the outer boundary of these loops looked like self-avoiding walks. The random walk loop
measure therefore generates a measure on SAPs on the dual lattice (one could also specify or choose a random
orientation to get a measure on SALs). For the continuous limit, Brownian motion, this was proved, first
in [26] where it was shown that locally the paths are the same as SLE8/3 paths. A direct construction of
SLE8/3 loops without topological constraints on a domain was done by Werner [60].

9.2 c = �2: Loop-erased loops
We will call a SAW ξ a near-SAL if ξ has an odd number of steps and ends distance 1 from the starting
position. In other words, ξ can be turned into a SAL by adding the edge connecting the initial and terminal
vertices. For each SAL η with 2n steps, there exist 2n near-SALs ξ (each with 2n� 1 steps) that produce η.
For each ξ = [x = ξ0, ξ1, . . . , y = ξk] in A the quantity 4−k Fξ(A) represents the expected number of times
that one views ξ if one starts a random walk at x, erases loops as they appear chronologically, and stops the
walk when it leaves A. Equivalently,

4−k Fξ(A) =
∑

ω:x→y,LE(ω)=η

4−|ω|,

where the sum is over all ordinary (not necessarily self-avoiding) random walks in A from x to y whose
loop-erasure is ξ. In analogy with the case of the loop measure, if we give each near-SAL measure

1

4 (jξj + 1)
4−k Fξ(A), (13)

then the induced measure on SALs is mA.
Using [4], one can see that the expected number of times that the loop-erasing process starting at x (not

too close to the boundary) produces a near-SAL with diameter greater than 1 is comparable to N−3/4, and
the typical number of steps of such a near-SAL is of order N5/4. Hence the total mass of the measure in (13)
for near-SALs rooted at x of diameter greater than one is comparable to N−2. Summing over the O(N2)
points, see that the measure µA of macroscopic loops is comparable to one. For macroscopic loops that are
not too close to ∂A we also get that H∂A(η,A) is comparable to one.

The measure m̂ arises naturally in the study of uniform spanning trees. If A is a finite subset of Z2

with n elements, then a wired spanning tree is a spanning tree of the graph of n + 1 vertices obtained by
identifying all the boundary points as a single vertex we can call ∂A. Using Wilson’s algorithm with ∂A as
the root, we can see that the number of wired spanning trees is 4n det[I �QA] = 4n/F (A), where QA is the
matrix indexed by A with QA(x, y) = 1/4 if x, y are nearest neighbors and equals zero otherwise.

As an extension if the boundary is partitioned into two sets ∂1 and ∂2 and we wire ∂1, ∂2 separately,
giving a graph of n+ 2 vertices, then the number of spanning trees is

4n+1

F (A)H∂A(∂1, ∂2)
,
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where
H∂A(∂1, ∂2) =

∑
x∈∂1

Es∂1(x) =
∑
x∈∂2

Es∂2(x)

and Es∂j (x) is the probability that a simple random walk starting at x reaches ∂3−j



While this measure does not have the exact form (12), we will do some heuristics to see that it is similar.
First, if A � A′, we note that

µA′(η)

µA(η)
=
mA′(η)

mA(η)
=

[
Fη(A)

Fη(A′)

]c/2
.

where the right-hand side is the probability that the loop soup in A′ contains a loop that intersects both η
and A′ nA. Of course an outermost loop in A may no longer be an outermost loop in A′.

The continuous analogue of this construction (as well as a different construction that we will not describe
here) was carried out by Sheffield and Werner [55] focusing on the outermost loops. They used the following
property to characterize the measure on outermost loops. Suppose A � A′ are simply connected and we
observe the outermost loops that intersect A′ n A. Let V be A with the points surrounded by these loops
removed. Then the conditional distribution on the remainder of the outermost loops is that of the outermost
loops of (the connected components) of V . The exact lattice construction we mention may be unsolved, but
there is a closely related construction [58] that focuses only on large (macroscopic and some mesoscopic)
loops in the random walk clusters and then shows that the macroscopic clusters are the same as those from
Brownian clusters. It is in this regime that the coupling [34] between the random walk and Brownian loop
soups works and hence they can reduce the problem to the Sheffield-Werner construction. One would expect
that the exact nature of microscopic loops should not play a big factor in the scaling limit but this is still
open.

Another way to get a measure on loops is to observe a field and to consider the loops that separate
values of different signs. One case where this has been done is the Gaussian field. It is useful to consider
an equivalent definition of the free field, this time with non-zero boundary conditions, as having the density
with respect to normalized Lebesgue measure

∏
x∈A(dzx/

p
2π) of√

det(I �Q) exp

{
�1

2
E(z̄)

}
, E(z̄) = 1

4

∑
e

[zx � zy]
2,

where in this case the sum is over all edges e = fx, yg with at least one vertex in A; and zx = 0 for x 2 ∂A
(other boundary conditions can be given).

Suppose a SAP η in the dual lattice is give, and let V +
η , V

−
η denote the adjacent vertices to η that are

outside and inside η respectively. We will consider the event that zx < c for x 2 V +
η and zy > c for y 2 V −

η .
We first consider the exponential term for edges that cross η. This gives a distribution on zx,2 Vη := V +

η [V −
η

up to an additive constant that we then fix so that average of zx (as seen from far away) in V +
η is 0. We let

λ be the average value in V −
η as seen, say, from a point on the inside. (The boundary value will have local

microsopic fluctuations but look constant from a macroscopic distance away.)
Given fzx : x 2 V g, we choose the rest of the Gaussian free field on the remaining points A+, A− to

be independent fields with zero boundary condition plus a mean given by the harmonic extension of the
boundary values. Away from η, this harmonic extension looks like 0 on A+ and λ on A−. The energy
contribution given by the harmonic extension is local near η and should give a term linear in the length of
η. So, roughly speaking, the probability of getting the curve η should look like

e−β|η|
√
F (A+)

√
F (A−)√

F (A)
= e−β|η| Fη(A)

−1/2
,

for some β. There is a lot of hand waving here, but we can see how a form like (12) arises.
To make arguments like this rigorous in the continuum, one can reverse the operation [54, 59] One starts

with a measure on loops, one finds a critical value of λ, and then given the loop one constructs independent
Gaussian fields on the outside (with boundary value 0) and the inside (with boundary value λ). Then one
shows that this construction combines to give a Gaussian field in the large domain. In some since the curve
is a level curve for the final Gaussian field (and we can view it as a “function” of that field).

The idea of starting with a Gaussian field and defining curves and loops as a function of the field was
proposed in [11] and has been developed by many under the name “imaginary geometry” to get results about
SLE and loops, see, e.g., [45] A similar result for loops in the Ising model can be found in [5].
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10 SLEκ loops
There is a direct way to define SLEκ loops that work for all κ < 8 that is analogous to the definition for the
Brownian loop measure. This defines a measure on loops in the entire plane that is invariant under dilations
and rotations, but leaves open the question how to modify the measure for a bounded domain.

Using the Loewner equation with a driving function of a killed process in a quasi-invariant distribuution,
one can define a σ-finite measure on loops rooted at a particular point. We write γt = γ[0, t] and Dt for the
unbounded component of C n γt. For the moment, we parametrize the curves by capacity in the upper half
plane: if F : C n D ! Dt is a conformal transformation fixing 1, then as z ! 1, jF ′(z)j � et jzj.

• The set of loops with total capacity greater than t is c e−t(d−2) for some fixed constant c.

• Conditioned on the total capacity of the loop being greater than t, the conditional distribution of
γ(s), s � t given γt is that of chordal SLEκ from γ(t) to γ(0) in Dt.

If fr(z) = rz denotes dilation by r then the measure µ0 satisfies fr ◦ µ0 = r2−d µ0. We can also consider
this as a measure on curves with the natural parametrization. Let Tγ = Contd(γ). Then (by choosing
c appropriately) we get a measure on naturally parametrized loops with (recall that a loop of capacity t
typically has content of order td)

• The set of loops with Tγ � T has measure T 1− d
2 .

As in the case of Brownian loops, we will try to integrate the rooted loop measure over the starting points
to give a measure on unrooted loops. As before, this leads to overcounting so we compensate by considering
the measure νz given by

dνz
dµz

=
1

Tγ
, νz =

∫
C
νz dA(z).

Again, we think of this as a measure on unrooted loops. Even for the measure on rooted loops, we get the
scaling relation fr ◦ ν = ν.

Laurie Field and I were studying this and had gotten this far; indeed, one of the motivations for under-
standing natural parametrization was to try a construction like this in order to give a measure on loops of
the type suggested by Kontsevich and Suhov [22]. However, there was a technical question that we were
unable to answer that was necessary to continue this program. There is a property of Brownian loops that it
almost “obvious” and is used in the proof of the conformal invariance: if γ(t), 0 � t � 1 has the distribution
of a Brownian bridge and 0 < s < 1, then the distribution of γ̃(t) := γ(t + s) � γ(s) is also that of a
Brownian bridge. (Here addition is modulo 1.) The analogue for the SLEκ loop measure is that the measure
conditioned on fixed Minkowski content has the same property. This has recently been proved by Zhan [63].

The conformal invariance here is only for the dilations. There is still the hard question about how to
restrict the measure to bounded domains. This does not arise for the Brownian loop measure because it
satisfies the restriction property. There is not a unique possibility, and the exact version should depend on
the particular problem being analyzed.

11 Scaling limit of loop-erased walk
Suppose z, w are distinct boundary points on D. We will consider two processes:

• Chordal SLE2 γ from z′ to w′ in D.

• Take the discrete approximation DN and corresponding boundary points z, w 2 DN , and let η be a
(scaled) LERW from z to w

These processes are close and, in this section we discuss recent results showing that the “naturally parametrized”
curves are close. At the moment this is the only process for which this strong convergence is known.

20



To establish the result, we start by proving a result about the LERW that can be considered a “local limit
theorem”. We compare the probability that the LERW goes through the origin with the probability that a
chordal SLE2 path goes through the square S0 of side length N−2. Let rD = rD(0) and SD = SD(0; z, w)
be the parameters as in Section 6. Using stochastic calculus techniques one can show that there exist c0, u
(independent of D, z, w) such that

Pfγ \ S ̸= ∅g = c0N
−5/4 r

−5/4
D S3

D [1 +O(N−u)].

(This was established for a disk rather than a square in [31], but the argument can be adapted for a square.
The constant c0, which is different for squares and disks, is not known explicitly.)

We will describe work in [4, 28] that established the analogous result for LERW: there exists an absolute
c1 such that for all domains

Pf0 2 ηg = c1N
−5/4 r

−5/4
D S3

D [1 +O(N−u)].

Note that this not only gives the correct scaling exponent (which had been established by Kenyon [20])
but also the dependence of the constant factor in the asymptotics to the domain, establishing that it is a
conformally covariant quantity. The proof combines a key ingredient of Kenyon’s proof with the machinery
of loop measures, this time with measures that can take negative values.



• If z, w are ordered correctly, every SAW from z, w that uses the directed edge 0⃗1 crosses the zipper an
even number of times while SAWs that use 1⃗0 cross an odd number of times.

• Any loop that crosses the zipper an odd number of times must intersect every η using 0⃗1 or 1⃗0.

This gives
Ĥq

A(z, w; 0⃗1) � Ĥq
A(z, w; 1⃗0) = exp f�2m(OA)g

[
ĤA(z, w; 0⃗1) + ĤA(z, w; 1⃗0)

]
,

where OA denotes the set of loops that intersect the zipper an odd number of times. This gives an exact
expression for the quantity we want in terms of random walk quantities (including some for the signed
measure q):

1

4
F q
01(A) e

2m(OA)

[
Hq

A′(z, 0)

HA(0, z)

Hq
A′(w, 1)

HA(0, w)
�
Hq

A′(z, 1)

HA(0, z)

Hq
A′(w, 0)

HA(0, w)

] [
HA(z, w)

HA(0, z)HA(0, w)

]−1

.

There is a lot of machinery to handle random walk convergence to Brownian motion and in two dimensions
one can often get good estimates uniform over all boundary conditions. There is work involved for sure, but
we show that

Hq
A′(z, 0)

HA(0, z)

Hq
A′(w, 1)

HA(0, w)
�
Hq

A′(z, 1)

HA(0, z)

Hq
A′(w, 0)

HA(0, w)
= c1 r

−1
A [SA +O(r−u

A )],[
HA(z, w)

HA(0, z)HA(0, w)

]−1

= c2 [S
2
A +O(r−u

A )],

and it is not hard to show that F q
01(A) = c3 +O(r−u

A ). The final estimate boils down to

m[O(A)] =
1

8
log rA + c4 + o(r−u

A ).

This requires comparison to the Brownian loop measure. Suppose An is the discrete ball of radius en. Then
m[O(An+1)] � m[O(An)] denotes the measure of loops in An+1 that are not contained in An and intersect
the zipper an odd number of times. For n large, this boils down to estimating the measure of loops of odd
winding number about the origin, and by the strong coupling of random walk and Brownian loop measures,
this is about the same as the Brownian motion loop measure of loops in the disk of en+1 that are not in
disk of en and have odd winding number about the origin. By conformal invariance, this is independent of
n and a computation using Brownian bubbles as in (6) gives the value 1/8. Being more careful about the
approximation, we get

m[O(An+1)] �m[O(An)] =
1

8
+O(e−un).

More general domains than disks are handled similarly, again using the coupling and the conformal invariance
of the Brownian loop measure.

Given the sharp estimate we can establish the strong scaling limit for LERW. Let us consider our domain
D with two boundary points and let us view the scaled LERW at a macroscopic scale. It was shown in
[32] that if we ignore parametrization, the path of the LERW looks like a chordal SLE2. In [27] it is
shown how to combine these ideas with the sharp estimate for LERW above to show that the scaled natural
parametrization of the LERW also converges to (an absolute constant times) the Minkowski content of the
SLE path. While the proof is technical, the basic idea is as follows. Suppose we have seen part of the curve.
Then the expected total length of a curve given the initial condition is the length of that segment plus the
expected length of the remaining curve, see (10). A similar (and more elementary) formula holds for the
number of steps of the LERW. The expected length of the remaining curve given the curve is given by the
integral of the Green’s function (discrete or continuous). Using the estimate in [4] (and the fact that the
estimate does not require smoothness on the boundaries), the two expected lengths are the same. Roughly
speaking, the difference of the lengths in the coupling is a martingale whose quadratic variation is very small
and hence must be small.
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While the structure of the proof in [27] is potentially applicable to other models, it requires the very sharp
estimates for the discrete model. At the moment, there is no other model for which the Green’s function can
be estimated so precisely. A similar, but at the moment not sufficiently precise, result about the Ising model
was shown in [9]; the technique of negative weights above is related to the spinors in that paper. The other
model for which there is a relatively strong local theorem is the percolation exploration process, see [18].
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